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JOSEPH FOURIER

JEAN BAPTISTE JOSEPH FOURIER was born in Auxerre, about 100 miles
south of Paris, on March 21, 1768. His fame is based on his mathematical theory
of heat conduction, a theory involving expansions of arbitrary functions in certain
types of trigonometric series. Although such expansions had been investigated
earlier, they bear his name because of his major contributions. Fourier series are
now fundamental tools in science, and this book is an introduction to their theory
and applications.

Fourier’s life was varied and difficult at times. Orphaned by the age of 9, he
became interested in mathematics at a military school run by the Benedictines
in Auxerre. He was an active supporter of the Revolution and narrowly escaped
imprisonment and execution on more than one occasion. After the Revolution,
Fourier accompanied Napoleon to Egypt in order to set up an educational in-
stitution in the newly conquered territory. Shortly after the French withdrew in
1801, Napoleon appointed Fourier prefect of a department in southern France
with headquarters in Grenoble.

It was in Grenoble that Fourier did his most important scientific work. Since
his professional life was almost equally divided between politics and science and
since it was intimately geared to the Revolution and Napoleon, his advancement
of the frontiers of mathematical science is quite remarkable.

The final years of Fourier’s life were spent in Paris, where he was Secretary
of the Académie des Sciences and succeeded Laplace as President of the Council
of the Ecole Polytechnique. He died at the age of 62 on May 16, 1830.
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PREFACE

This is an introductory treatment of Fourier series and their applications to bound-
ary value problems in partial differential equations of engineering and physics. It
is designed for students who have completed a first course in ordinary differential
equations. In order that the book be accessible to as great a variety of readers as
possible, there are footnotes to texts which give proofs of the more delicate re-
sults in advanced calculus that are occasionally needed. The physical applications,
explained in some detail, are kept on a fairly elementary level.

The first objective of the book is to introduce the concept of orthonormal
sets of functions and representations of arbitrary functions by series of functions
from such sets. Representations of functions by Fourier series, involving sine and
cosine functions, are given special attention. Fourier integral representations and
expansions in seriesofBessel functionsandLegendrepolynomials arealso treated.

The second objective is a clear presentation of the classical method of sepa-
ration of variables used in solving boundary value problems with the aid of those
representations. In the final chapter, some attention is given to the verification of
solutions and to their uniqueness, since the method cannot be presented properly
without such considerations.

This book is a revision of its seventh edition, the first two of which were
written by Professor Churchill alone. While improvements appearing in earlier
revisions have been retained here, the entire book has been thoroughly rewritten.
Some of the changes in this edition are mentioned below.

The regular Sturm-Liouville problems leading to Fourier cosine and sine
series are treated by themselves in a separate section, and the same is true of
the singular problems leading to Fourier cosine and sine integrals. It seemed that
there were toomany distractions when the solutions of those eigenvalue problems
were obtained in the sections devoted mainly to illustrations of the method of
separation of variables. A number of topics have been brought out of the problem
sets and presented in their own sections, because of their special interest and
importance. Examples of this are theGibbs’ phenomenon and the Poisson integral
formula, together with the Sturm-Liouville problem involving periodic boundary
conditions needed to obtain that formula. Another example is the derivation of a
reduction formula to be used in evaluating integrals appearing in the coefficients
of various Fourier-Bessel series.

Many other changes in this edition were suggested by readers who have
spoken or written to me. Duhamel’s principle, for instance, is discussed more

xv



xvi PREFACE

thoroughly, and there are more physical problems using it later on. The chapter
on Bessel functions now begins with a separate section on the gamma function
in order to make the presentation of Bessel functions more efficient. Also, the
Fourier-Bessel series found in this book are now listed in an appendix. While
notation can vary from author to author, I have chosen to follow the classic text
by Bartle that is listed in the Bibliography by changing to his notation for one-
sided derivatives but keeping our notation in defining one-sided limits. Finally, it
should be mentioned that problem sets appear even more frequently than in the
last edition, in order to focus more directly on the material just introduced.

AStudent’sSolutionsManual(ISBN:978-007-745415-9;MHID007-745415-4)
is available. It contains solutions to selected problems throughout the book.

This and earlier editions have benefited from the continued interest of
friends, including current and former students. The late Ralph P. Boas, Jr.,
furnished the reference to Kronecker’s extension of the method of integration by
parts, and the derivation of the laplacian in cylindrical and spherical coordinates
was suggested by a note of R. P. Agnew’s in theAmerican Mathematical Monthly,

vol. 60, 1953. Finally, the most important source of support and encouragement
was the staff at McGraw-Hill and my wife, Jacqueline Read Brown.

James Ward Brown



CHAPTER

1
FOURIER SERIES

This book is concerned with two general topics:

(i) one is the representation of a given function by an infinite series involving a
prescribed set of functions;

(ii) theother is amethodof solvingboundaryvalueproblems inpartial differential
equations, with emphasis on equations that are prominent in physics and
engineering.

Representations by series are encountered in solving such boundary value
problems. The theories of those representations can be presented independently.
They have such attractive features as the extension of concepts of geometry, vector
analysis, and algebra into the field of mathematical analysis. Their mathematical
precision is also pleasing. But they gain in unity and interest when presented in
connection with boundary value problems.

The set of functions that make up the terms in the series representation is
determined by the boundary value problem. Representations by Fourier series,
which are certain types of series of sine and cosine functions, are associated with
a large and important class of boundary value problems. We shall give special
attention to the theory and application of Fourier series and their generalizations.
But we shall also consider various related representations, concentrating on those
involving so-called Fourier integrals and what are known as Fourier-Bessel and
Legendre series.

In this chapter, we begin our discussion of Fourier series. Once the con-
vergence of such series has been established (Chap. 2) and a variety of partial
differential equations have been derived (Chap. 3), we shall see (Chaps. 4 and 5)
how such series are used in what is often referred to as the Fourier method for
solving boundary value problems.

1



2 FOURIER SERIES CHAP. 1

The first section here is devoted to a description of a class of functions that
is central to the theory of Fourier series.

1. PIECEWISE CONTINUOUS FUNCTIONS

If the values f (x) of a function f approach some finite number as x approaches
x0 from the right, the right-hand limit of f is said to exist at x0 and is denoted by
f (x0+). Thus

lim
x→x0
x>x0

f (x) = f (x0+).

The left-hand limit is similarly defined, so that

lim
x→x0
x<x0

f (x) = f (x0−).

EXAMPLE 1. Let the function f be defined for all nonzero x by means of
the equations (see Fig. 1)

f (x) =
 −x

x + 1
when x < 0,

when x > 0.

Observe that the usual limit as x tends to zero does not exist. But

lim
x→0
x>0

f (x) = f (0+) = 1

and

lim
x→0
x<0

f (x) = f (0−) = 0.

1

f (x)

xO

FIGURE 1

Let a function f be continuous at all points of a bounded open interval
a < x < b except possibly for a finite set of points x1, x2, . . . , xn−1, where

a < x1 < x2 < · · · < xn−1 < b.

If we write x0 = a and xn = b, then f is continuous on each of the n open
subintervals

x0 < x < x1, x1 < x < x2, . . . , xn−1 < x < xn.(1)



SEC. 1 PIECEWISE CONTINUOUS FUNCTIONS 3

It is not necessarily continuous, or even defined, at their endpoints. But if in
each of those subintervals, f has finite limits as x approaches the endpoints from
the interior, f is said to be piecewise continuous on the interval a< x< b. More
precisely, the one-sided limits

f (xk−1 +) = lim
x→ xk−1
x> xk−1

f (x) and f (xk −) = lim
x→ xk
x< xk

f (x) (k = 1, 2, . . . ,n)(2)

are required to exist.
Note that if the limiting values from the interior of a subinterval are assigned

to f at the endpoints, then f is continuous on the closed subinterval. Since any
function that is continuous on a closed bounded interval is bounded, it follows that
f is bounded on the entire interval a ≤ x ≤ b. That is, there exists a nonnegative
number M such that | f (x)| ≤ M for all points x (a ≤ x≤ b) at which f is defined.

EXAMPLE 2. Consider the function f that has the values

f (x) =

⎧⎨
⎩

x

−1
1

when 0 < x < 1,

when 1 ≤ x < 2,

when 2 < x < 3,

and f (3) = 0. (See Fig. 2.) Although f is discontinuous at the points x = 1
and x = 2 in the interval 0 < x < 3, it is nevertheless piecewise continuous on
that interval. This is because the one-sided limits from the interior exist at the
endpoints of each of the three open subintervals on which f is continuous. Note,
for instance, that the right-hand limit at x = 0 is f (0+) = 0 and that the left-hand
limit at x = 1 is f (1 −) = 1.

1

f (x)

O 1 2 3 x

⫺1

FIGURE 2

A function is piecewise continuous on an interval a< x< b if it is continuous
on the closed interval a ≤ x ≤ b. Continuity on the open interval a < x < b does
not, however, imply piecewise continuity there, as Example 3 illustrates.

EXAMPLE 3. The function f (x) = 1/x is continuous on the interval
0 < x < 1, but it is not piecewise continuous there since f (0 +) fails to exist.
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When a function f is piecewise continuous on an interval a < x < b, the
integral of f (x) from x = a to x = b always exists. It is the sum of the integrals of
f (x) over the open subintervals (1) on which f is continuous: b

a

f (x) dx =
 x1

a

f (x) dx +
 x2

x1

f (x) dx + · · · +
 b

xn−1
f (x) dx.(3)

The first integral on the right exists since it is defined as the integral over the inter-
val a ≤ x ≤ x1 of the continuous function whose values are f (x)when a < x < x1
andwhose values at the endpoints x= a and x= x1 are f (a +) and f (x1 −), respec-
tively. The remaining integrals on the right in equation (3) are similarly defined
and therefore exist.

EXAMPLE 4. If f is the function in Example 2 and Fig. 2, then 3

0

f (x) dx =
 1

0

x dx +
 2

1

(−1) dx +
 3

2

1 dx = 1

2
− 1+ 1 = 1

2
.

Observe that the value of the integral of f (x) over each subinterval is unaffected
by the values of f at the endpoints. The function is, in fact, not even defined at
x = 0 and x = 2.

If two functions f1 and f2 are each piecewise continuous on an interval
a < x < b, then there is a finite subdivision of the interval such that both functions
are continuous on each closed subinterval when the functions are given their
limiting values from the interior at the endpoints. Hence linear combinations
c1 f1 + c2 f2 and products f1 f2 have that continuity on each subinterval and are
themselves piecewise continuous on the interval a < x < b. The integrals b

a

[c1 f1(x) + c2 f2(x)] dx and

 b

a

f1(x) f2(x) dx

must then exist.
We refer to the class of all piecewise continuous functions defined on an

interval a < x < b as a function space and denote it by Cp(a, b). It is analogous
to three-dimensional space, where linear combinations of vectors are well defined
vectors in that space. The analogy will be developed further in Chap. 7.

In this book we shall restrict our attention to functions that are piecewise
continuous on bounded intervals; and the notion of piecewise continuity clearly
applies regardless of whether the interval is open or closed.

2. FOURIER COSINE SERIES

Let f be any function in Cp(0, π) and assume for the moment that f (x) has a
Fourier cosine series representation

f (x) = a0

2
+

∞ 
n=1

an cos nx (0 < x < π),(1)

wherea0 andan (n = 1, 2, . . .)are constants.Tofind these constants,wealsoassume
that series (1) and any related series that arises can be integrated term by term.
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The constant a0 is easily found by integrating each side of equation (1) from
0 to π and writing π

0

f (x) dx = a0

2

 π

0

dx +
∞ 
n=1

an

 π

0

cos nx dx,

or  π

0

f (x) dx = a0

2
[x]

π

0
+

∞ 
n=1

an

 
sin nx

n

 π

0

.

Inasmuch as sin nπ = 0 when n is an integer, this shows that

a0 = 2

π

 π

0

f (x) dx.(2)

To find an (n = 1, 2, . . .), we write equation (1) as

f (x) = a0

2
+

∞ 
m=1

am cosmx (0 < x < π),

with a new index of summation, and then multiply each side by cos nx, where n is
any fixed positive integer. Integration of the resulting equation from 0 to π yields π

0

f (x) cos nx dx = a0

2

 π

0

cos nx dx +
∞ 
m=1

am

 π

0

cosmx cos nx dx.

But  π

0

cos nx dx = 0

and (Problem 8, Sec. 5) π

0

cosmx cos nx dx =
 
0 when m  = n,

π/2 when m = n.

Hence  π

0

f (x) cos nx dx = an
π

2
,

or

an = 2

π

 π

0

f (x) cos nx dx (n = 1, 2, . . .).(3)

Note that expression (2) for a0 can be included with expression (3) when the
integer n is allowed to run from n = 0, rather than from n = 1. This is the reason
that a0/2 was used instead of a0 in series (1). Note, too, that a0/2 is the mean, or
average, value of f (x) over the interval 0 < x < π .

Because we cannot be certain at this time that representation (1) is actually
valid for a specific f , we write

f (x)∼ a0

2
+

∞ 
n=1

an cos nx (0 < x < π),(4)
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where the tilde symbol ∼ merely denotes correspondence. Observe that corre-
spondence (4), with coefficients (2) and (3), can be written more compactly as

f (x) ∼ 1

π

 π

0

f (s) ds + 2

π

∞ 
n=1
cos nx

 π

0

f (s) cos ns ds,(5)

where s is used for the variable of integration in order to distinguish it from the
free variable x.

The fact that f is piecewise continuous on the interval 0 < x < π ensures
the existence of the integrals in expressions (2) and (3) for the coefficients in a
cosine series. We shall, in Chap. 2, establish further conditions on f under which
series (4) converges to f (x) when 0 < x < π , in which case correspondence (4)
becomes an equality.

A Fourier cosine series that represents a function f (x) on the closed interval
0 ≤ x ≤ π also represents a function outside that interval, as described just below.

(i) If series (4) converges to f (x) for all x in the interval 0 ≤ x ≤ π , it also
converges to the even periodic extension, with period 2π, of f on the entire x
axis. That is, it converges to a function F(x) having the properties

F(x) = f (x) when 0 ≤ x ≤ π

and

F(−x) = F(x), F(x + 2π) = F(x) for all x.

The reason for this is that each term in series (4) is itself even and periodicwith
period 2π . The graph of the extension y = F(x) is obtained by reflecting the
graph of y = f (x) in the y axis, to give a graph for the interval −π ≤ x ≤ π ,
and then repeating that graph on the intervals π ≤ x≤ 3π, 3π ≤ x≤ 5π , etc.,
as well as on the intervals −3π ≤ x ≤ −π,−5π ≤ x ≤ −3π , etc.

(ii) It follows from the observations in (i) that if one is given a function f that is
both even and periodic with period 2π , then the cosine series corresponding
to f (x) on the interval 0 < x < π represents f (x) for all x when that series
converges to it on the interval 0 ≤ x ≤ π . Clearly, a cosine series cannot
represent a function f (x) for all x if f (x) is not both even and periodic with
period 2π .

3. EXAMPLES

Examples 1 and 2 here illustrate the material in Sec. 2.

EXAMPLE 1. Let us find the coefficients in the Fourier cosine series
correspondence

f (x) ∼ a0

2
+

∞ 
n=1

an cos nx (0 < x < π)(1)
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when f (x) = x (0 < x < π). It is easy to see that

a0 = 2

π

 π

0

x dx = π;

and, using integration by parts, we find that

an = 2

π

 π

0

x cos nx dx = 2

π

  
x sin nx

n

 π

0

− 1

n

 π

0

sin nx dx

 
(n = 1, 2, . . .).

Since

sin nπ = 0 and cos nπ = (−1)n

when n is an integer, this reduces to

an = 2

π
· (−1)n − 1

n2
(n = 1, 2, . . .).

Note that a0 needed to be found separately in order to avoid division by zero.
For the function f (x) here, correspondence (1) evidently becomes

x ∼ π

2
+ 2

π

∞ 
n=1

(−1)n − 1
n2

cos nx (0 < x < π).(2)

Since (−1)n − 1 = 0 when n is even, series (2) can be written more efficiently
by summing only the terms that occur when n is odd. This is accomplished by
replacing n by 2n− 1 wherever it appears after the summation symbol and noting
that (−1)2n−1 = −1. The result is

x ∼ π

2
− 4

π

∞ 
n=1

cos(2n − 1)x
(2n − 1)2 (0 < x < π).(3)

Conditions in Chap. 2 will ensure that correspondence (3) is actually an
equality when 0 ≤ x ≤ π . The even periodic extension to which the series con-
verges is shown in Fig. 3, which tells us that

|x| = π

2
− 4

π

∞ 
n=1

cos(2n − 1)x
(2n − 1)2 (−π ≤ x ≤ π).(4)

⫺3 ⫺



y

 3 xO

FIGURE 3



8 FOURIER SERIES CHAP. 1

EXAMPLE 2. In this example, we shall find the Fourier cosine series for
the function f (x) = sin x on the interval 0 < x < π . The trigonometric identity

2 sinAcosB = sin(A+ B) + sin(A− B)

enables us to write

an = 2

π

 π

0

sin x cos nx dx

= 1

π

 π

0

[sin(1+ n)x + sin(1− n)x] dx (n = 0, 1, 2, . . .).

Hence, when n  = 1,

an = 1

π

 
−cos(1+ n)x

1+ n
− cos(1− n)x

1− n

 π

0

= 2

π
· 1+ (−1)n
1− n2

;

and when n = 1, the coefficient is

a1 = 1

π

 π

0

sin 2x dx =
 
−cos 2x

2

 π

0

= 0.

The desired cosine series correspondence is, then,

sin x ∼ 2

π
+ 2

π

∞ 
n=2

1+ (−1)n
1− n2

cos nx (0 < x < π).(5)

Note that 1 + (−1)n = 0 when n is odd (compare with Example 1). To sum the
terms occurringwhen n is even, we replace nby 2n in this correspondence, observe
that 1+ (−1)2n = 2, and write

sin x ∼ 2

π
− 4

π

∞ 
n=1

cos 2nx

4n2 − 1 (0 < x < π).(6)

The function sin x will, in fact, satisfy conditions in Chap. 2 ensuring that the
correspondence here is an equality for each value of x in the interval 0≤ x≤π .
Thus, at each point on the x axis, the series converges to the even periodic exten-
sion, with period 2π , of sin x (0 ≤ x ≤ π). That extension, shown in Fig. 4, is the
function y = |sin x|.

O

y

⫺  2 x

FIGURE 4
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4. FOURIER SINE SERIES

We assume here that when f is inCp(0, π), there is a Fourier sine series represen-
tation

f (x) =
∞ 
n=1

bn sin nx (0 < x < π),(1)

where the coefficients bn (n = 1, 2, . . .) are constants. The bn can be found in a way
similar to that used in Sec. 2 to find the coefficients in a cosine series. This time we
write

f (x) =
∞ 
m=1

bm sinmx (0 < x < π)

and multiply each side by sin nx, where n is any fixed positive integer. Assuming
that term-by-term integration is valid, we find that π

0

f (x) sin nx dx =
∞ 
m=1

bm

 π

0

sinmx sin nx dx.(2)

Then, because (Problem 9, Sec. 5) π

0

sinmx sin nx dx =
 
0 when m  = n,

π/2 when m = n,

equation (2) reduces to  π

0

f (x) sin nx dx = bn
π

2
.

That is,

bn = 2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .).(3)

Inasmuch as we have only assumed the validity of representation (1), we use
the tilde symbol ∼, as we did in Sec. 2, to denote correspondence:

f (x) ∼
∞ 
n=1

bn sin nx (0 < x < π).(4)

Expression (3) can, of course, be used to put this correspondence in the form

f (x) ∼ 2

π

∞ 
n=1
sin nx

 π

0

f (s) sin ns ds.(5)

The piecewise continuity of f ensures the existence of integrals (3). Further
conditions that are given in Chap. 2 will also ensure that correspondence (4) is, in
fact, an equality when 0 < x < π .

The following remarks, similar to ones in Sec. 2 regarding the convergence
of cosine series, can be made here.

(i) Suppose that f is defined on the open interval 0 < x < π and that series (4)
converges to f (x) there. Since series (4) clearly converges to zero when x = 0
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and when x = π , it converges to f (x) for all x in the closed interval 0 ≤ x ≤ π

if f is assigned the values f (0) = 0 and f (π) = 0. It then converges to the
odd periodic extension, with period 2π , of f for all values of x. This time, the
extension is the function F(x) defined by means of the equations

F(x) = f (x) when 0 ≤ x ≤ π

and

F(−x) = −F(x), F(x + 2π) = F(x) for all x.

The extension F is odd and periodic with period 2π since each term in series
(4) has those properties. The graph of y = F(x) is symmetric with respect to
the origin and can be obtained by first reflecting the graph of y = f (x) in the
y axis, then reflecting the result in the x axis, and finally repeating the graph
found for the interval −π ≤ x ≤ π every 2π units along the entire x axis.

(ii) A Fourier sine series on the interval 0 < x < π can also be used to represent
a given function that is defined for all x and is both odd and periodic with
period 2π , provided that the representation is valid when 0 ≤ x ≤ π .

5. EXAMPLES

We now illustrate some methods for finding Fourier sine series.

EXAMPLE 1. For the sine series corresponding to the function f (x) = x

on the interval 0 < x < π (Fig. 5), we refer to expression (3), Sec. 4, and use
integration by parts to write

bn = 2

π

 π

0

x sin nx dx = 2

π

  
−x cos nx

n

 π

0

+ 1

n

 π

0

cos nx dx

 
= 2 (−1)n+1

n

(n = 1, 2, . . .).

Thus

x ∼ 2
∞ 
n=1

(−1)n+1

n
sin nx (0 < x < π).(1)

⫺3 ⫺

⫺



y

 3 xO

FIGURE 5
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Our theory will show that this series converges to f (x) when 0 < x < π .
Hence it converges to the odd periodic function y = F(x) that is graphed in Fig. 5.
The fact that the series converges to zero when x = 0,±π,±3π,±5π, . . . is in
agreement with the theory in Chap. 2, which will tell us that it must converge to
the mean value of the one-sided limits (Sec. 1) of F(x) at each of those points.

In the evaluation of integrals representing Fourier coefficients, it is some-
times necessary to apply integration by parts more than once. We now give an
example in which this can be accomplished by means of a single formula due
to L. Kronecker (1823–1891). We preface the example with a statement of that
formula.†

Let p(x) be a polynomial of degreem, and suppose that f (x) is continuous.
Then, except for an arbitrary additive constant, 

p(x) f (x) dx = pF1 − p F2 + p  F3 − · · · + (−1)mp(m)Fm+1(2)

where p is successively differentiated until it becomes zero, where F1 denotes an
indefinite integral of f , where F2 is an indefinite integral of F1, etc., and where
alternating signs are affixed to the terms. Note that the differentiation of p begins
with the second term, whereas the integration of f begins with the first term. The
formula, which is readily verified (Problem 7) by differentiating its right-hand
side to obtain p(x) f (x), could even have been used to evaluate the integral in
Example 1, where only one integration by parts was needed.

EXAMPLE 2. To illustrate the advantage of formula (2) when successive
integration by parts is required, let us find the Fourier sine series for the function
f (x) = x3 on the interval 0 < x < π . With the aid of that formula, we may write

bn = 2

π

 π

0

x3 sin nx dx

= 2

π

 
(x3)

 
−cos nx

n

 
− (3x2)

 
− sin nx

n2

 
+ (6x)

 
cos nx

n3

 
− (6)

 
sin nx

n4

  π

0

= 2 (−1)n+1 (nπ)2 − 6
n3

(n = 1, 2, . . .).

Hence

x3 ∼ 2
∞ 
n=1

(−1)n+1 (nπ)2 − 6
n3

sin nx (0 < x < π).(3)

As was the case in Example 1, the series converges to the given function
on the interval 0 < x < π . Since x3 is an odd function whose value is zero when
x = 0, this series represents x3 on the larger interval −π < x < π too.

†Kronecker actually treated the problem more extensively in papers that originally appeared in the

Berlin Sitzungsberichte (1885, 1889).
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We conclude this section by pointing out a computational aid that is useful
in finding the coefficients bn (n = 1, 2, . . .) in the Fourier sine series for a linear
combination c1 f1(x) + c2 f2(x) of two functions f1(x) and f2(x) whose sine series
are already known. Namely, since the expression

bn = 2

π

 π

0

[c1 f1(x) + c2 f2(x)] sinnx dx

can be written

bn = c1

 
2

π

 π

0

f1(x) sin nx dx

 
+ c2

 
2

π

 π

0

f2(x) sin nx dx

 
,

it is clear that each bn is simply the same linear combination of the nth coefficients
in the sine series for the individual functions f1(x) and f2(x). Such an observation
applies as well in finding coefficients in cosine and other types of series encoun-
tered in this and later chapters.

EXAMPLE3. In viewof the sine series for x and x3 found inExamples 1 and
2, respectively, the coefficients bn in the sine series corresponding to the function

f (x) = x(π2 − x2) = π2x − x3 (0 < x < π)

are

bn = π2
 
2
(−1)n+1

n

 
−

 
2 (−1)n+1 (nπ)2 − 6

n3

 
= 12 (−1)n+1

n3
(n = 1, 2, . . .).

Thus

x(π2 − x2) ∼ 12
∞ 
n=1

(−1)n+1

n3
sin nx (0 < x < π).(4)

PROBLEMS

For each of the functions f in Problems 1 through 3, find (a) the Fourier cosine series;
(b) the Fourier sine series on the interval 0 < x < π .

1. f (x) = 1 (0 < x < π).

Answers: (a) 1; (b)

∞ 
n=1

2 [1− (−1)n]
nπ

sin nx = 4

π

∞ 
n=1

sin(2n − 1)x
2n − 1 .

2. f (x) = π − x (0 < x < π).

Answers: (a)
π

2
+ 4

π

∞ 
n=1

cos(2n − 1)x
(2n − 1)2 ; (b) 2

∞ 
n=1

sin nx

n
.

3. f (x) = x2 (0 < x < π).

Answers: (a)
π2

3
+ 4

∞ 
n=1

(−1)n
n2

cos nx;

(b) 2π2
∞ 
n=1

 
(−1)n+1

nπ
− 2 1− (−1)n

(nπ)3

 
sin nx.
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4. Find the Fourier cosine series on the interval 0< x<π that corresponds to the function
f defined by means of the equations

f (x) =

⎧⎨
⎩
1 when 0 < x <

π

2
,

0 when
π

2
< x < π.

Suggestion: Note that

an = 2

π

 π/2

0

cos nx dx (n = 0, 1, 2, . . .)

and that

sin
(2n − 1)π

2
= sin nπ cos π

2
− cos nπ sin π

2
= (−1)n+1 (n = 1, 2, . . .).

Answer:
1

2
+ 2

π

∞ 
n=1

(−1)n+1

2n − 1 cos(2n − 1)x.

5. By referring to the sine series for x in Example 1, Sec. 5, and the one found for x2 in
Problem 3(b) above, show that

x(π − x) ∼ 8

π

∞ 
n=1

sin(2n − 1)x
(2n − 1)3 (0 < x < π).

6. Show that

x4 ∼ π 4

5
+ 8

∞ 
n=1

(−1)n (nπ)2 − 6
n4

cos nx (0 < x < π).

Given that this correspondence is actually an equality when 0 ≤ x ≤ π , sketch the
function represented by the series for all x.

7. Verify Kronecker’s formula (2), Sec. 5, by differentiating its right-hand side and using
the product rule to obtain

(pF  
1 + p F1)− (p F  

2 + p  F2)+ (p  F  
3 + p   F3)− · · · + (−1)m

 
p(m)F  

m+1 + p(m+1)Fm+1
 
,

which telescopes to pf .

8. Use the trigonometric identity

2 cosA cosB = cos(A− B) + cos(A+ B)

to show that  π

0

cosmx cos nx dx =
 
0 when m  = n,

π/2 when m = n,

where m and n are positive integers.

9. Use the trigonometric identity

2 sinA sinB = cos(A− B) − cos(A+ B)

to show that  π

0

sinmx sin nx dx =
 
0 when m  = n,

π/2 when m = n,

where m and n are positive integers.
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10. With the aid of the integration formula obtained in Problem 9, find the Fourier sine
series corresponding to the function f (x) = sin x on the interval 0 < x < π .

Answer: sin x.

6. FOURIER SERIES

Consider a function f in Cp(−π, π) and write

f (x) = g(x) + h(x),(1)

where

g(x) = f (x) + f (−x)

2
and h(x) = f (x) − f (−x)

2
.(2)

The function g(x) is evidently even, and h(x) is odd. That is,

g(−x) = g(x) and h(−x) = −h(x)

for each point x in the interval −π < x < π at which these functions are defined.
According to Secs. 2 and 4,

g(x) ∼ a0

2
+

∞ 
n=1

an cos nx (0 < x < π),(3)

where

an = 2

π

 π

0

g(x) cos nx dx (n = 0, 1, 2, . . .),(4)

and

h(x) ∼
∞ 
n=1

bn sin nx (0 < x < π),(5)

where

bn = 2

π

 π

0

h(x) sin nx dx (n = 1, 2, . . .).(6)

When correspondence (3) is an equality that is valid for 0< x<π , it is also
an equality on the interval −π < x < 0 since each side of the correspondence is
an even function. A similar remark applies to correspondence (5) since each side
there is an odd function. Because f (x) is the sum of g(x) and h(x), this suggests
that the correspondence

f (x) ∼ a0

2
+

∞ 
n=1

(an cos nx + bn sin nx) (−π < x < π)(7)

may be an equality under certain circumstances.
In view of the first of equations (2), expression (4) for the coefficients an can

be written

an = 1

π

  π

0

f (x) cos nx dx +
 π

0

f (−s) cos ns ds

 
.



SEC. 6 FOURIER SERIES 15

By making the substitution x = −s in the second of these two integrals, we find
that

an = 1

π

  π

0

f (x) cos nx dx +
 0

−π

f (x) cos nx dx

 
,

or

an = 1

π

 π

−π

f (x) cos nx dx (n = 0, 1, 2, . . .).(8)

Likewise, the second of equations (2) enables us to write expression (6) for the bn
as

bn = 1

π

  π

0

f (x) sin nx dx −
 π

0

f (−s) sin ns ds

 
;

and the substitution x = −s in the second integral here leads to

bn = 1

π

  π

0

f (x) sin nx dx +
 0

−π

f (x) sin nx dx

 
.

Thus

bn = 1

π

 π

−π

f (x) sin nx dx (n = 1, 2, . . .).(9)

Correspondence (7), when combined with expressions (8) and (9) for the
constants an and bn, becomes

f (x) ∼ 1

2π

 π

−π

f (s) ds

+ 1
π

∞ 
n=1

 
cos nx

 π

−π

f (s) cos ns ds + sin nx
 π

−π

f (s) sin ns ds

 
.

The trigonometric identity

cos(A− B) = cosA cosB+ sinA sinB
then enables us to write this correspondence in the form

f (x) ∼ 1

2π

 π

−π

f (s) ds + 1

π

∞ 
n=1

 π

−π

f (s) cos n(s − x) ds.(10)

Note that the term

1

2π

 π

−π

f (s) ds

here, which is the same as the term a0/2 in series (7), is themean, or average, value
of f (x) over the interval −π < x < π .

The form (10) of correspondence (7) will be the starting point of the proof
in Sec. 12 of a theorem ensuring the convergence of such a series to f (x) on the
interval −π < x < π .

Series (7), with coefficients (8) and (9), is the Fourier series corresponding
to f (x) on the interval −π < x < π . Suppose that the series converges to f (x)

when −π < x < π . Then, in view of the periodicity of its terms, it converges to a
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function y = F(x) that coincides with y = f (x) on−π < x < π and whose graph
there is repeated every 2π units along the x axis. The function F is, therefore, the
periodic extension,with period 2π , of f . If, on the other hand, f is a given periodic
function, with period 2π , series (7) represents f (x) everywhere when it converges
to f (x) on the interval −π ≤ x ≤ π .

Finally, we note below how the Fourier series (7) is actually a Fourier cosine
or sine series when f (x) is even or odd, respectively.

(i) f (x) is even: f (−x) = f (x)

If the given function f in Cp(−π, π) is even on the interval −π < x < π , then

f (−x) cos(−nx) = f (x) cos nx (n = 0, 1, 2, . . .)

and

f (−x) sin(−nx) = − f (x) sin nx (n = 1, 2, . . .)

when−π < x < π ; and we see that f (x) cos nx and f (x) sin nx are even and odd,
respectively. Because the graph of y = f (x) cos nx is symmetric with respect to
the y axis and the graph of y = f (x) sin nx is symmetric with respect to the origin,
it follows that expressions (8) and (9) reduce to

an = 2

π

 π

0

f (x) cos nx dx (n = 0, 1, 2, . . .)

and bn = 0 (n = 1, 2, . . .). Series (7) thus becomes a Fourier cosine series (Sec. 2)
for f (x) on the interval 0 < x < π .

(ii) f (x) is odd: f (−x) = − f (x)

If f is a function in Cp(−π, π) that is odd on the interval −π < x < π , then

f (−x) cos(−nx) = − f (x) cos nx (n = 0, 1, 2, . . .)

and

f (−x) sin(−nx) = f (x) sin nx (n = 1, 2, . . .)

when−π < x < π . So the products f (x) cos nx and f (x) sin nx are odd and even,
respectively. That is, the graph of y = f (x) cos nx is symmetric with respect to the
origin and the graph of y = f (x) sin nx is symmetric with respect to the y axis.
Consequently, expressions (8) and (9) reduce to an = 0 (n = 0, 1, 2, . . .) and

bn = 2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .).

Hence series (7) is the same as the Fourier sine series (Sec. 4) for f (x) on
0 < x < π .

7. EXAMPLES

We include here some examples of Fourier series on the interval −π < x < π

that illustrate points made in Sec. 6.
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EXAMPLE 1. Let us find the Fourier series corresponding to the function
f (x) that is defined on the fundamental interval −π < x < π as follows:

f (x) =
 
0 when −π < x ≤ 0,
x when 0 < x < π.

(1)

The graph of y = f (x) is indicated by the bold line segments in Fig. 6 that are
solid.

⫺2 ⫺  32 4O x

y



FIGURE 6

According to expression (8), Sec. 6,

an = 1

π

  0

−π

0 cosnx dx +
 π

0

x cos nx dx

 
= 1

π

 π

0

x cos nx dx

(n = 0, 1, 2, . . .).
By applying integration by parts, or Kronecker’s method (Sec. 5), one can show
that

an = (−1)n − 1
πn2

when n = 1, 2, . . . . In order to avoid division by zero, we must evaluate the
integral for a0 separately:

a0 = 1

π

 π

0

x dx = π

2
.

Expression (9), Sec. 6, tells us that

bn = 1

π

  0

−π

0 sinnx dx +
 π

0

x sin nx dx

 
= 1

π

 π

0

x sin nx dx = (−1)n+1

n

for all positive integers n = 1, 2, . . . .Hence, on the interval −π < x < π,

f (x) ∼ π

4
+

∞ 
n=1

 
(−1)n − 1

πn2
cos nx + (−1)n+1

n
sin nx

 
.(2)

This series will be shown (Sec. 14) to converge to f (x) on the fundamental
interval, as well as to the periodic extension F(x) that is indicated in Fig. 6, where
the graph of y = F(x) is sketched. As in Example 1, Sec. 5, the series must
converge to the mean value of the one-sided limits of the periodic extension at
each of the discontinuities x = ±π,±3π,±5π, . . . . Here those mean values are
all π/2.
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EXAMPLE 2. Since the function

f1(x) = |x| (−π < x < π)

is even and since |x| = x when 0<x<π, the Fourier series for f1(x) on−π <x<π

is the same as the Fourier cosine series (2), Sec. 3, for x:

f1(x) = |x| ∼ π

2
+ 2

π

∞ 
n=1

(−1)n − 1
n2

cos nx (−π < x < π).(3)

[See also equation (4) in Sec. 3.] On the other hand, the function

f2(x) = x (−π < x < π)

is odd, and so its Fourier series on −π < x < π is the Fourier sine series (1) in
Sec. 5:

f2(x) = x ∼ 2
∞ 
n=1

(−1)n+1

n
sin nx (−π < x < π).(4)

Note how the sum of series (3) and (4) provides us with the Fourier series
corresponding to this function:

f (x) = f1(x) + f2(x)

2
= |x| + x

2
=

 
0 when −π < x ≤ 0,
x when 0 < x < π.

That is,

f (x) ∼ π

4
+

∞ 
n=1

 
(−1)n − 1

πn2
cos nx + (−1)n+1

n
sin nx

 
(−π < x < π).

This is, of course, the correspondence just found in Example 1.

EXAMPLE 3. The function f (x) = | sin x| (−π < x<π) is even. Hence the
Fourier series corresponding to f (x) on the interval −π < x < π is actually the
cosine series for the function

f (x) = | sin x| = sin x (0 < x < π).

That series has already been found in Example 2, Sec. 3; and, by referring to
correspondence (6) there, we see that

| sin x| ∼ 2

π
− 4

π

∞ 
n=1

cos 2nx

4n2 − 1 (−π < x < π).(5)

PROBLEMS

Find the Fourier series on the interval −π < x < π that corresponds to each of the func-
tions in Problems 1 through 6.

1. f (x) =
 

−π/2 when −π < x < 0,
π/2 when 0 < x < π.

Answer: 2

∞ 
n=1

sin(2n − 1)x
2n − 1 .
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2. f (x) is the function whose graph consists of the two bold line segments shown in
Fig. 7.

Answer:
3

2
+ 2

∞ 
n=1

 
1− (−1)n

(nπ)2
cos nx + (−1)n+1

nπ
sin nx

 
.

(0, 2) (, 2)

(, 0)(⫺, 0) O

y

x

FIGURE 7

3. f (x) = x + 1

4
x2 (−π < x < π).

Suggestion: Use the series for x in Example 2, Sec. 7, and the one for x2 in
Problem 3(a), Sec. 5.

Answer:
π2

12
+

∞ 
n=1

(−1)n
 
cos nx

n2
− 2 sinnx

n

 
.

4. f (x) = eax (−π < x < π), where a  = 0.
Suggestion: Use Euler’s formula eiθ = cos θ + i sin θ , where i =

√
−1, to write

an + ibn = 1

π

 π

−π

f (x)einx dx (n = 1, 2, . . .).

After evaluating this single integral, equate real parts and then imaginary parts.†

Answer:
sinh aπ

aπ
+ 2 sinh aπ

π

∞ 
n=1

(−1)n
a2 + n2

(a cos nx − n sin nx).

5. f (x) = cosh ax (−π < x < π), where a  = 0.
Suggestion: Use the series found in Problem 4.

Answer:
sinh aπ

aπ

 
1+ 2a2

∞ 
n=1

(−1)n
a2 + n2

cos nx

 
.

6. f (x) = cos ax (−π < x < π), where a  = 0,±1,±2, . . . .
Suggestion: With the aid of Euler’s formula, stated in the suggestion with

Problem 4, write

cos ax = eiax + e−iax

2
.

Then use the series already obtained in that earlier problem.

Answer:
2a sin aπ

π

 
1

2a2
+

∞ 
n=1

(−1)n+1

n2 − a2
cos nx

 
.

†For a justification of Euler’s formula and background on complex variable methods, see the authors’

book (2009), which is listed in the Bibliography.
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7. Find the Fourier series on the interval−π < x < π for the function f defined bymeans
of the equations

f (x) =
 
0 when −π ≤ x ≤ 0,
sin x when 0 < x ≤ π.

Then, given that the series converges to f (x) when −π ≤ x ≤ π , describe graphically
the function that is represented for all x (−∞ < x < ∞).

Suggestion: To find the series, write the function in the form

f (x) = | sin x| + sin x
2

(−π ≤ x ≤ π).

Then use the results in Example 3, Sec. 7, and Problem 10, Sec. 5.

Answer:
1

π
+ 1

2
sin x − 2

π

∞ 
n=1

cos 2nx

4n2 − 1 .

8. ADAPTATIONS TO OTHER INTERVALS

Let f denote a piecewise continuous function of x on an interval −c < x < c of
the x axis, and define the related function

g(s) = f
 cs
π

 
(−π < s < π)(1)

of s. The Fourier series corresponding to this new function on the interval
−π < s<π is, according to Sec. 6,

f
 cs
π

 
∼ a0

2
+

∞ 
n=1

(an cos ns + bn sin ns) (−π < s < π)(2)

where

an = 1

π

 π

−π

f
 cs
π

 
cos ns ds (n = 0, 1, 2, . . .)(3)

and

bn = 1

π

 π

−π

f
 cs
π

 
sin ns ds (n = 1, 2, . . .).(4)

The function (1) is evidently also piecewise continuous, and we anticipate that
correspondence (2) will become an equality when certain further conditions are
imposed on f . Thus if we put

s = πx

c

in correspondence (2) and its conditions of validity, we arrive at the series

f (x) ∼ a0

2
+

∞ 
n=1

 
an cos

nπx

c
+ bn sin

nπx

c

 
(−c < x < c).(5)
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The same substitution in expressions (3) and (4), moreover, enables us to write

an = 1

c

 c

−c

f (x) cos
nπx

c
dx (n = 0, 1, 2, . . .)(6)

and

bn = 1

c

 c

−c

f (x) sin
nπx

c
dx (n = 1, 2, . . .).(7)

Series (5) is a Fourier series on the fundamental interval −c < x < c and
becomes series (7) in Sec. 6 when c = π . Conditions on f ensuring that corre-
spondence (5) is, in fact, an equality at points where f is continuous will be given
in Chap. 2. Note that if the series does converge to f (x) when −c < x < c, the
graph of y = f (x) is repeated every 2c units along the x axis.

Arguments similar to those used above lead to Fourier cosine and sine series
on 0 < x < c:

f (x) ∼ a0

2
+

∞ 
n=1

an cos
nπx

c
(0 < x < c),(8)

where

an = 2

c

 c

0

f (x) cos
nπx

c
dx (n = 0, 1, 2, . . .),(9)

and

f (x) ∼
∞ 
n=1

bn sin
nπx

c
(0 < x < c),(10)

where

bn = 2

c

 c

0

f (x) sin
nπx

c
dx (n = 1, 2, . . .).(11)

The convergence of series (8) and (10) is also treated in Chap. 2.
The following examples illustrate how Fourier series on intervals−c< x< c,

as well as cosine and sine series on 0 < x < c, can be obtained from known series
on −π < x < π and 0 < x < π . Since we do not yet have theorems ensuring the
convergence of Fourier series to the functions in question, we shall continue to use
the tilde symbol ∼ to denote mere correspondence and not necessarily equality.
Also, anticipating that the correspondences obtained will actually be equalities,
we shall continue to include conditions of validity.

EXAMPLE 1. It is a simple matter to obtain the correspondence

x2 ∼ c2

3
+ 4c2

π2

∞ 
n=1

(−1)n
n2

cos
nπx

c
(0 < x < c)(12)

from [Problem 3(a), Sec. 5]

x2 ∼ π2

3
+ 4

∞ 
n=1

(−1)n
n2

cos nx (0 < x < π).(13)



22 FOURIER SERIES CHAP. 1

We let x be any number in the interval 0 < x < c and note how it follows that

0 <
πx

c
< π.

Hence it is legitimate to replace x byπx/c in correspondence (13) and its condition
of validity:

π2x2

c2
∼ π2

3
+ 4

∞ 
n=1

(−1)n
n2

cos
nπx

c

 
0 <

πx

c
< π

 
.(14)

Then, multiplying each side by c2/π2 and multiplying through the new condition
of validity by c/π , we arrive at correspondence (12).

Expression (9) could, of course, have been used to find the desired coeffi-
cients if correspondence (13) had not been available.

EXAMPLE2. Letusfind theFourier series for ex on the interval−1 < x < 1
using the known correspondence (Problem 4, Sec. 7)

eax ∼ sinh aπ

aπ
+ 2 sinh aπ

π

∞ 
n=1

(−1)n
a2 + n2

(a cos nx − n sin nx) (−π < x < π),(15)

where a  = 0. Since
−π < πx < π when − 1 < x < 1,

we can replace x by πx in correspondence (15) and write

eaπx ∼ sinh aπ

aπ
+ 2 sinh aπ

π

∞ 
n=1

(−1)n
a2 + n2

(a cos nπx − n sin nπx),

which is valid when −1 < x < 1. Finally, by setting a = 1/π , we have the desired
result:

ex ∼ sinh 1+ 2 sinh 1
∞ 
n=1

(−1)n
1+ (nπ)2

(cos nπx − nπ sin nπx) (−1 < x < 1).(16)

As was the case with the series that was found in Example 1, this series could
have been obtained using integral expressions that we have (Sec. 8) for the needed
coefficients.

PROBLEMS

1. (a) Use the Fourier sine series in Example 1, Sec. 5, for

f (x) = x (0 < x < π)

to show that

x ∼ 2

π

∞ 
n=1

(−1)n+1

n
sin nπx (0 < x < 1).
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(b) Obtain the correspondence in part (a) by using expression (11), Sec. 8, for the
coefficients in a Fourier sine series on 0 < x < c.

2. Show how it follows from the expansions obtained in Problem 1 and Example 1 in
Sec. 8 that

x(1+ x) ∼ 1

3
+ 2

π

∞ 
n=1

(−1)n
 
2

n2π
cos nπx − 1

n
sin nπx

 
(0 < x < 1).

3. Use the Fourier sine series found in Problem 3(b), Sec. 5, for

f (x) = x2 (0 < x < π)

to obtain the correspondence

x2 ∼ 2c2
∞ 
n=1

 
(−1)n+1

nπ
− 2 1− (−1)n

(nπ)3

 
sin

nπx

c
(0 < x < c).

4. (a) Use the Fourier sine series correspondence found in Example 3, Sec. 5, for the
function

f (x) = x(π2 − x2) (0 < x < π)

to establish the correspondence

x(1− x2) ∼ 12

π3

∞ 
n=1

(−1)n+1

n3
sin nπx (0 < x < 1).

(b) Replace x by 1− x on each side of the correspondence in part (a) to show that

x(x − 1)(x − 2) ∼ 12

π 3

∞ 
n=1

sin nπx

n3
(0 < x < 1).

5. Show how it follows from the Fourier sine series obtained for

f (x) = x(π − x) (0 < x < π)

in Problem 5, Sec. 5, that

x(2c − x) ∼ 32c2

π3

∞ 
n=1

1

(2n − 1)3 sin
(2n − 1)πx

2c
(0 < x < 2c).

6. Use the method in Example 2, Sec. 8, to show that

ex ∼ sinh c

c
+ 2 sinh c

∞ 
n=1

(−1)n
c2 + (nπ)2

 
c cos

nπx

c
− nπ sin

nπx

c

 
(−c < x < c).

7. By starting with the Fourier cosine series correspondence obtained for the function

f (x) = π − x (0 < x < π)

in Problem 2(a), Sec. 5, show that

c

4
− x ∼ 2c

π 2

∞ 
n=1

1

(2n − 1)2 cos
(4n − 2)πx

c

 
0 < x <

c

2

 
.
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8. Use expression (11), Sec. 8, for the coefficients in a Fourier sine series on 0 < x < c to
obtain the correspondence

cosπx ∼ 8

π

∞ 
n=1

n

4n2 − 1 sin 2nπx (0 < x < 1).

Suggestion: To evaluate the integrals that arise, recall the trigonometric identity

2 sinA cosB = sin(A+ B) + sin(A− B).

9. Show that in Sec. 8 the Fourier series (5), with coefficients (6) and (7), can be written
in the compact form

1

2c

 c

−c

f (s) ds + 1

c

∞ 
n=1

 c

−c

f (s) cos
 
nπ

c
(s − x)

 
ds.

(See Sec. 6, where this form was obtained when c = π .)



CHAPTER

2
CONVERGENCE

OF FOURIER
SERIES

In this chapter, we shall establish conditions on a function f (x), defined on the in-
terval−π < x < π , that ensure a valid Fourier series representation. Correspond-
ing results for Fourier cosine and sine series representations will follow readily. It
will be a simplematter to extend the theory to Fourier series on arbitrary intervals
−c < x < c, as well as to Fourier cosine and sine series on intervals 0 < x < c.
Some further aspects of the theory of convergence of Fourier serieswill be touched
on later in the chapter.

9. ONE-SIDED DERIVATIVES

In developing sufficient conditions on a function f such that its Fourier series
on the interval −π < x < π converges to f (x) there, we need to generalize the
concept of the derivative

f  (x0) = lim
x→x0

f (x)− f (x0)

x − x0
(1)

of f at a point x = x0.
Suppose that the right-hand limit f (x0+) exists at x0 (see Sec. 1). The right-

hand derivative of f at x0 is defined as follows:

f  
+(x0) = lim

x→x0
x>x0

f (x)− f (x0+)

x − x0
,(2)

provided that the limit here exists.Note that although f (x0)neednot exist, f (x0+)

must exist if f  
+(x0) does.When the ordinary, or two-sided, derivative f  (x0) exists,

f is continuous at x0 and f  
+(x0) = f  (x0).

25
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Similarly, if f (x0−) exists, the left-hand derivative of f at x0 is given by the
equation

f  
−(x0) = lim

x→x0
x<x0

f (x)− f (x0−)

x − x0
(3)

when this limit exists; and if f  (x0) exists, f  
−(x0) = f  (x0).

EXAMPLE 1. Let f denote the continuous function defined by means of
the equations

f (x) =
 

x2 when x ≤ 0,
sin x when x > 0.

With the aid of l’Hôpital’s rule, we see that

f  
+(0) = lim

x→0
x>0

sin x

x
= 1;

furthermore,

f  
−(0) = lim

x→0
x<0

x2

x
= lim

x→0
x<0

x = 0.

Since these one-sided derivatives have different values, the ordinary derivative
f  (0) cannot exist.

The ordinary derivative f  (x0) can fail to exist even when f (x0) is defined
and f  

+(x0) and f  
−(x0) have a common value.

EXAMPLE 2. If f is the step function

f (x) =
 
0 when x < 0,
1 when x ≥ 0,

then f  
+(0) = f  

−(0) = 0. But the derivative f  (0) does not exist since f is not
continuous at x = 0.

As is the case with ordinary derivatives, the mere continuity of f at a point
x0 does not ensure the existence of either one-sided derivative there.

EXAMPLE3. The function f (x) = √
x (x ≥ 0)hasno right-handderivative

at the point x = 0, although it is continuous there.

A number of properties of ordinary derivatives remain valid for one-sided
derivatives. Suppose, for instance, that the right-hand derivatives of two functions
f and g exist at a point x0. Let us find the right-hand derivative of the product

( fg)(x) = f (x)g(x)
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at x0. Since the difference quotient

( fg)(x)− ( fg)(x0 +)

x − x0
= f (x)g(x)− f (x0 +)g(x0 +)

x − x0

can be written

f (x)
g(x)− g(x0 +)

x − x0
+ f (x)− f (x0 +)

x − x0
g(x0 +),

it follows that

( fg) +(x0) = f (x0 +)g 
+(x0)+ f  

+(x0)g(x0 +).

Likewise, if f  
−(x0) and g  

−(x0) exist, the left-hand derivative of the product
( fg)(x) exists at x0.

Finally, we turn to a property of one-sided derivatives that is particularly
important in the theory of convergence of Fourier series. It concerns the subspace
C 

p(a, b) ofCp(a, b) consisting of all piecewise continuous functions f on an inter-
val a < x < bwhose derivatives f  are also piecewise continuous on that interval.
Such a function is said to be piecewise smooth because, over the subintervals on
which both f and f  are continuous, any tangents to the graph of y = f (x) that
turn do so continuously.

Theorem. If a function f is piecewise smooth on an interval a < x < b, then

at each point x0 in the closed interval a ≤ x ≤ b the one-sided derivatives of f , from

the interior at the endpoints, exist and are the same as the corresponding one-sided

limits of f  :

f  
+(x0) = f  (x0+), f  

−(x0) = f  (x0−).(4)

To prove this, we assume for the moment that f and f  are actually con-
tinuous on the interval a < x < b and that the one-sided limits of f and f  from
the interior exist at the endpoints x = a and x = b. If x0 is a point in that open
interval, f  (x0) exists. Hence f  

+(x0) and f  
−(x0) exist, and both are equal to f  (x0).

Because f  is continuous at x0, then, equations (4) hold.
The following argument shows how it is also true that f  

+(a) exists and is
equal to f  (a +). If we let s denote any number in the interval a < x < b and
define f (a) to be f (a +), then f is continuous on the closed interval a ≤ x ≤ s

(Fig. 8). Since f  exists in the open interval a < x < s, the mean value theorem

f(x)

O sca b x

T

S

FIGURE 8
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for derivatives applies. That is, there is a number c, where a < c < s, such that

f (s)− f (a +)

s − a
= f  (c).(5)

This is shown geometrically in Fig. 8, where the slopes of the secant line S and
the tangent line T are the same. Letting s, and therefore c, tend to a in equa-
tion (5), we see that since f  (a +) exists, the limit of f  (c) exists and has that value.
Consequently, the limit of the difference quotient on the left in equation (5) exists,
its value being f  

+(a). Thus f  
+(a) = f  (a +). Similarly, f  

−(b) = f  (b−).
Nowany piecewise smooth function f is continuous, alongwith its derivative

f  , on a finite number of subintervals at whose endpoints the one-sided limits of
f and f  from the interior exist. If the results of the two preceding paragraphs are
applied to each of those subintervals, the theorem is established.

Example 4 illustrates the distinction between one-sided derivatives and one-
sided limits of derivatives.

EXAMPLE 4. Consider the function f whose values are

f (x) =
 

x2 sin(1/x) when x  = 0,
0 when x = 0.

Since 0 ≤ |x2 sin(1/x)| ≤ x2 when x  = 0, both one-sided limits f (0+) and f (0−)

exist and have value zero. Moreover, since 0 ≤ |x sin(1/x)| ≤ |x| when x  = 0,

f  
+(0) = lim

x→0
x>0

 
x sin

1

x

 
= 0 and f  

−(0) = lim
x→0
x<0

 
x sin

1

x

 
= 0.

But, from the expression

f  (x) = 2x sin 1
x

− cos 1
x

(x  = 0),

we see that the one-sided limits f  (0+) and f  (0−) do not exist.
Note that although its one-sided derivatives exist everywhere, the function

f is not piecewise smooth on any bounded interval containing the origin. Hence
the above theorem is not applicable to this function on such an interval.

10. A PROPERTY OF FOURIER

COEFFICIENTS

In treating the convergence of Fourier series, we shall find it useful to know that
for a function f inCp(0, π), the coefficients an and bn in the cosine and sine series
on 0 < x < π always tend to zero as n tends to infinity.

To show that the coefficients

an = 2

π

 π

0

f (x) cos nx dx (n = 0, 1, 2, . . .)(1)
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in a cosine series have this property, let sN(x) denote the partial sum consisting of
the first N + 1 (N ≥ 1) terms in such a series:

sN(x) = a0

2
+

N 
n=1

an cos nx.(2)

Then, by squaring the integrand, we have π

0

[ f (x)− sN(x)]
2 dx =

 π

0

[ f (x)]2 dx − 2 IN + JN(3)

where

IN =
 π

0

f (x) sN(x) dx and JN =
 π

0

[sN(x)]
2 dx.

Weneed to evaluate these last two integrals. In order to evaluate IN, we start
by multiplying through equation (2) by f (x) and then integrating each side of the
result from 0 to π : π

0

f (x) sN(x) dx = a0

2

 π

0

f (x) dx +
N 

n=1
an

 π

0

f (x) cos nx dx.(4)

The left-hand side here is IN, and we know from expression (1) that π

0

f (x) cos nx dx = π

2
an (n = 0, 1, 2, . . . , N).

Hence equation (4) tells us that

IN = a0

2
· π
2

a0 +
N 

n=1
an · π

2
an = π

2

 
a20
2

+
N 

n=1
a2n

 
.(5)

As for the integral JN, we multiply through equation (2) by sN(x) and then
integrate from 0 to π : π

0

[sN(x)]
2 dx = a0

2

 π

0

sN(x) dx +
N 

n=1
an

 π

0

sN(x) cos nx dx.(6)

Also, integration from 0 to π on each side of equation (2) reveals that π

0

sN(x) dx = a0

2

 π

0

dx +
N 

n=1
an

 π

0

cos nx dx = π

2
a0.(7)

Usingm as the index of summation in expression (2) and multiplying through the
result by cos nx, where n has one of the values n = 1, 2, . . . , N, we have

sN(x) cos nx = a0

2
cos nx +

N 
m=1

am cosmx cos nx.

Thus  π

0

sN(x) cos nx dx = a0

2

 π

0

cos nx dx +
N 

m=1
am

 π

0

cosmx cos nx dx;(8)
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and since (see Sec. 2) π

0

cosmx cos nx dx =
 
0 when m  = n,

π/2 when m = n,

equation (8) reduces to π

0

sN(x) cos nx dx = π

2
an (n = 1, 2, . . . , N).(9)

By substituting expressions (7) and (9) into the right-hand side of equation (6) and
recalling that the integral on the left-hand side of that equation is JN, we arrive at

JN = a0

2
· π
2

a0 +
N 

n=1
an · π

2
an = π

2

 
a20
2

+
N 

n=1
a2n

 
.(10)

It now follows from equations (3), (5), and (10) that π

0

[ f (x)− sN(x)]
2 dx =

 π

0

[ f (x)]2 dx − π

2

 
a20
2

+
N 

n=1
a2n

 
.

Since the value of the integral on the left here is nonnegative, we thus arrive at
Bessel’s inequality for the coefficients (1):

a20
2

+
N 

n=1
a2n ≤ 2

π

 π

0

[ f (x)]2 dx (N = 1, 2, . . .).(11)

The desired result,

lim
n→∞

an = 0,(12)

is an easy consequence of Bessel’s inequality (11), as the following argument
shows. We observe that the right-hand side of the inequality is independent of
the positive integer N; and as N increases on the left-hand side, the sums of the
squares there form a sequence that is bounded and nondecreasing. Since such
a sequence must converge and since this particular sequence is the sequence of
the partial sums of the series whose terms are a20/2 and a2n (n = 1, 2, . . .), that
series must converge. Limit (12) then follows from the fact that the nth term of a
convergent series always tends to zero as n tends to infinity.

A similar procedure can be used (Problem 3, Sec. 11) to show that the
coefficients

bn = 2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .)(13)

in the Fourier sine series for f on 0 < x < π satisfy the Bessel inequality

N 
n=1

b2n ≤ 2

π

 π

0

[ f (x)]2 dx (N = 1, 2, . . .)(14)

and that

lim
n→∞

bn = 0.(15)
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Finally, we recall from Sec. 6 that the coefficients an and bn in the Fourier
series involving both cosines and sines for a piecewise continuous function f in
Cp(−π, π) are the same as the coefficients in the Fourier cosine and sine series,
respectively, for certain related functions on 0 < x < π . Hence those coefficients
themselves tend to zero as n tends to infinity. (See also Problem 5, Sec. 11.)

11. TWO LEMMAS

Wepreface our theorems on the convergence of Fourier serieswith two lemmas, or
preliminary theorems. The first is a special case of what is known as the Riemann-

Lebesgue lemma. That lemma appears later on in Chap. 6 (Sec. 52), where it is
needed in full generality.

Lemma 1. If a function G(u) is piecewise continuous on the interval

0 < u < π , then

lim
N→∞

 π

0

G(u) sin
 u

2
+ Nu

 
du = 0,(1)

where N denotes positive integers.

Our proof starts with the trigonometric identity

sin(A + B) = sinA cosB + cosA sinB,

which tells us that

sin
 u

2
+ Nu

 
= sin u

2
cos Nu + cos u

2
sin Nu.

Assuming that G(u) is piecewise continuous, we are able to write π

0

G(u) sin
 u

2
+ Nu

 
du = π

2
(aN + bN),(2)

where

aN = 2

π

 π

0

 
G(u) sin

u

2

 
cos Nu du

and

bN = 2

π

 π

0

 
G(u) cos

u

2

 
sin Nu du.

Now the aN are coefficients in a Fourier cosine series on the interval 0 < u < π ,
and the bN are coefficients in a Fourier sine series on that interval. Thus, by limits
(12) and (15) in Sec. 10,

lim
N→∞

aN = 0 and lim
N→∞

bN = 0.(3)

With limits (3), we need only let N tend to infinity in equation (2) to see that
Lemma 1 is true.
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Our second lemma involves the Dirichlet kernel

DN(u) = 1

2
+

N 
n=1
cos nu,(4)

where N is any positive integer. Note that DN(u) is continuous, even, and periodic
with period 2π . The Dirichlet kernel plays a central role in our theory, and two
other properties will be useful: π

0

DN(u) du = π

2
,(5)

DN(u) =
sin
 u

2
+ Nu

 
2 sin

u

2

(u  = 0,±2π,±4π, . . .).(6)

Property (5) is obvious upon integrating each side of equation (4). Expression (6)
can be derived with the aid of a certain trigonometric identity (Problem 6).

Lemma2. Suppose that a function g(u) is piecewise continuous on the interval

0 < u < π and that the right-hand derivative g  
+(0) exists. Then

lim
N→∞

 π

0

g(u)DN(u) du = π

2
g(0+),(7)

where DN(u) is the Dirichlet kernel (4).

To prove this, we write π

0

g(u)DN(u) du = IN + JN,(8)

where

IN =
 π

0

[g(u)− g(0+)]DN(u) du(9)

and

JN =
 π

0

g(0+)DN(u) du.(10)

In view of expression (6) for DN(u), integral (9) can be put in the form

IN =
 π

0

g(u)− g(0 +)

2 sin
u

2

sin
 u

2
+ Nu

 
du.

Thus

IN =
 π

0

G(u) sin
 u

2
+ Nu

 
du,(11)

where the function

G(u) = g(u)− g(0 +)

2 sin
u

2

(12)
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is a quotient of two functions that are piecewise continuous on the interval
0 < u < π . Even though the denominator vanishes at the point u = 0, one
can show thatG(u) is itself piecewise continuous on 0 < u < π by establishing the
existence of the right-hand limit G(0 +). This is done by referring to expression
(12) and writing

G(0+) = G(u)
u→0
u>0

= lim
u→0
u>0

⎡
⎢⎣g(u)− g(0 +)

u − 0 · u

2 sin
u

2

⎤
⎥⎦= lim

u→0
u>0

g(u)− g(0 +)

u − 0 lim
u→0
u>0

u

2 sin
u

2

.

These last two limits exist, and soG(0+) exists. The first of those limits is, of course,
the right-hand derivative g 

+(0); and an application of l’Hôpital’s rule reveals that

lim
u→0
u>0

u

2 sin
u

2

= lim
u→0
u>0

1

cos
u

2

= 1.

We have now established that G(u) is piecewise continuous on the interval
0 < x < π . According to Lemma 1, then, the limit of the right-hand side of
equation (11) is zero as N tends to infinity. That is,

lim
N→∞

IN = 0.(13)

With property (5) of the Dirichlet kernel, one can see from expression (10)
for JN that

JN = g(0 +)

 π

0

DN(u) du = π

2
g(0 +).

Hence

lim
N→∞

JN = π

2
g(0 +).(14)

The desired result (7) now follows from equation (8) together with limits
(13) and (14).

PROBLEMS

1. With the aid of l’Hôpital’s rule, find f (0 +) and f  
+(0) when

f (x) = ex − 1
x

(x  = 0).

Answers: f (0 +) = 1, f  
+(0) = 1/2.

2. Show that the function defined by means of the equations

f (x) =
 

x sin(1/x) when x  = 0,
0 when x = 0

is continuous at x = 0 but that neither f  
+(0) nor f  

−(0) exists. This provides another
illustration (see Example 3, Sec. 9) of the fact that the continuity of a function f at
a point x0 is not a sufficient condition for the existence of one-sided derivatives of f

at x0.

3. By following the steps used in Sec. 10 to find Bessel’s inequality for the coefficients
an in the Fourier cosine series on 0 < x < π for a function f in Cp(0, π), derive the
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Bessel inequality

N 
n=1

b2n ≤ 2

π

 π

0

[ f (x)]2 dx (N = 1, 2, . . .)

for the coefficients bn in the sine series on 0 < x < π for f . Then use this result to show
that

lim
n→∞

bn = 0.

4. In Chap. 1 (Sec. 6) we expressed a function f (x) in Cp(−π, π) as a sum

f (x) = g(x)+ h(x)

where

g(x) = f (x)+ f (−x)

2
and h(x) = f (x)− f (−x)

2
.

We then saw that the coefficients an and bn in the Fourier series

a0

2
+

∞ 
n=1

(an cos nx + bn sin nx)

for f (x) on−π < x < π are the same as the coefficients in the Fourier cosine and sine
series for g(x) and h(x), respectively, on 0 < x < π .

(a) By referring to the Bessel inequalities (11) and (14) in Sec. 10, write

a20
2

+
N 

n=1
a2n ≤ 2

π

 π

0

[g(x)]2 dx (N = 1, 2, . . .)

and

N 
n=1

b2n ≤ 2

π

 π

0

[h(x)]2 dx (N = 1, 2, . . .).

Then point out how it follows that

a20
2

+
N 

n=1

 
a2n + b2n

 
≤ 1

π

  π

0

[ f (x)]2 dx +
 π

0

[ f (−s)]2 ds

 
(N = 1, 2, . . .).

(b) Bymaking the substitution x = −s in the last integral in part (a), obtain the Bessel
inequality

a20
2

+
N 

n=1

 
a2n + b2n

 
≤ 1

π

 π

−π

[ f (x)]2 dx (N = 1, 2, . . .).

5. Show how it follows from the Bessel inequality in Problem 4(b) that

lim
n→∞

an = 0 and lim
n→∞

bn = 0,

where an and bn are the coefficients in the Fourier series

a0

2
+

∞ 
n=1

(an cos nx + bn sin nx)

for a piecewise continuous function in Cp (−π, π).
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6. Derive the expression

DN(u) =
sin
 

u

2
+ Nu

 
2 sin

u

2

(u  = 0,±2π,±4π, . . .)

for the Dirichlet kernel (Sec. 11)

DN(u) = 1

2
+

N 
n=1

cos nu

by writing

A= u

2
and B = nu

in the trigonometric identity

2 sinAcosB = sin(A+ B)+ sin(A− B)

and then summing each side of the resulting equation from n = 1 to n = N.

Suggestion: Note that

N 
n=1

sin
 

u

2
− nu

 
= −

N−1 
n=0

sin
 

u

2
+ nu

 
.

12. A FOURIER THEOREM

A theorem that gives conditions under which a Fourier series

a0

2
+

∞ 
n=1

(an cos nx + bn sin nx),(1)

with coefficients

an = 1

π

 π

−π

f (x) cos nx dx (n = 0, 1, 2, . . .)(2)

and

bn = 1

π

 π

−π

f (x) sin nx dx (n = 1, 2, . . .),(3)

converges to f (x) is called a Fourier theorem. Such a theorem will now be estab-
lished.A related one that is especially useful appears in Sec. 13, and both theorems
are illustrated in Sec. 14.

Theorem. Suppose that

(i) f is piecewise continuous on the interval −π < x < π;
(ii) f is periodic, with period 2π , on the entire x axis;

(iii) x(−∞ < x < ∞) is a point at which the one-sided derivatives f  
+(x) and

f  
−(x) both exist.
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The Fourier series (1), with coefficients (2) and (3), then converges to the mean

value

f (x +)+ f (x −)

2
(4)

of the one-sided limits of f at x.

Note that if f is actually continuous at x, the quotient (4) becomes f (x).
Hence

f (x) = a0

2
+

∞ 
n=1

(an cos nx + bn sin nx)

at such a point.
The fact that f is piecewise continuous on−π < x<π ensures that integrals

(2) and (3) always exist; and we begin our proof of the theorem by writing series
(1) as (see Sec. 6)

1

2π

 π

−π

f (s) ds + 1

π

∞ 
n=1

 π

−π

f (s) cos n(s − x) ds,

with those coefficients incorporated into it. Then, if SN(x) denotes the partial sum
consisting of the sum of the first N + 1 (N ≥ 1) terms of the series,

SN(x) = 1

2π

 π

−π

f (s) ds + 1

π

N 
n=1

 π

−π

f (s) cos n(s − x) ds.(5)

Using the Dirichlet kernel (Sec. 11)

DN(u) = 1

2
+

N 
n=1
cos nu,

we can put equation (5) in the form

SN(x) = 1

π

 π

−π

f (s)DN(s − x) ds.

The periodicity of the integrand here allows us to change the interval of inte-
gration to any interval of length 2π without altering the value of the integral
(see Problem 9, Sec. 14). Thus

SN(x) = 1

π

 x+π

x−π

f (s)DN(s − x) ds,(6)

where the point x is at the center of the interval we have chosen. It now follows
from equation (6) that

SN(x) = 1

π
[IN(x)+ JN(x)],(7)

where

IN(x) =
 x+π

x

f (s)DN(s − x) ds(8)
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and

JN(x) =
 x

x−π

f (s)DN(s − x) ds.(9)

If we replace the variable of integration s in integral (8) by the new variable
u = s − x, that integral becomes

IN(x) =
 π

0

f (x + u)DN(u) du.(10)

Since f is piecewise continuous on the fundamental interval−π < x<π and also
periodic, it is piecewise continuous on any bounded interval of the x axis. So, for
a fixed value of x, the function g(u) = f (x + u) in expression (10) is piecewise
continuous on any bounded interval of the u axis and, in particular, on the interval
0< u<π . Recall now that the right-hand derivative f  

+(x) exists. After observing
that

g(0+) = lim
u→0
u>0

g(u) = lim
u→0
u>0

f (x + u) = lim
v→x
v>x

f (v) = f (x +),

one can show that the right-hand derivative of g at u = 0 exists:

g  
+(0) = lim

u→0
u>0

g(u)− g(0+)

u − 0 = lim
u→0
u>0

f (x + u)− f (x +)

u

= lim
v→x
v>x

f (v)− f (x +)

v − x
= f  

+(x).

According to Lemma 2 in Sec. 11, then,

lim
N→∞

IN(x) = π

2
g(0+) = π

2
f (x +).(11)

If, on the other hand, we make the substitution u = x − s in integral (9) and
use the fact that DN(u) is an even function of u, we find that

JN(x) =
 π

0

f (x − u)DN(u) du.(12)

This time, we recall that the left-hand derivative f  
−(x) exists; and we note that

the function g(u) = f (x − u) in expression (12) is piecewise continuous on the
interval 0 < u < π . Furthermore,

g(0+) = lim
u→0
u>0

g(x) = lim
u→0
u>0

f (x − u) = lim
v→x
v<x

f (v) = f (x −)

and

g  
+(0) = lim

u→0
u>0

g(u)− g(0+)

u − 0 = lim
u→0
u>0

f (x − u)− f (x −)

u

= − lim
v→x
v<x

f (v)− f (x −)

v − x
= − f  

−(x).
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So once again by Lemma 2 in Sec. 11,

lim
N→∞

JN(x) = π

2
g(0+) = π

2
f (x −).(13)

Finally, we may conclude from equation (7) and limits (11) and (13) that

lim
N→∞

SN(x) = f (x +)+ f (x −)

2
,

and the theorem is proved.

13. A RELATED FOURIER THEOREM

The Fourier theorem in Sec. 12 is readily adapted to functions that are piecewise
smooth on the fundamental interval −π < x < π . We recall from Sec. 9 that f is
piecewise smooth if both f and f  are piecewise continuous.

Theorem. Suppose that

(i) f is piecewise smooth on the interval −π < x < π ;

(ii) F is the periodic extension, with period 2π , of f .

Then, at each point x(−∞ < x < ∞), the Fourier series for f on −π < x < π

converges to the mean value

F(x +)+ F(x −)

2

of the one-sided limits F(x +) and F(x −).

The proof relies on the theorem in Sec. 9, which tells us that when f is
piecewise smooth on −π < x<π , its one-sided derivatives, from the interior at
the endpoints x = ±π , exist everywhere in the closed interval−π ≤ x ≤π . Hence,
because F is the periodic extension of f , with period 2π , its one-sided derivatives
exist at each point x (−∞< x<∞). According to the theorem in Sec. 12, then, the
Fourier series for f on −π < x<π converges everywhere to the mean value of
the one-sided limits of F , and the theorem here is established.

It should be emphasized that the conditions in this theorem, as well as the
ones in the theorem in Sec. 12, are only sufficient, and there is no claim that
they are necessary conditions. More general conditions are given in a number of
the references listed in the Bibliography. Indeed, there are functions that even
become unbounded at certain points but nevertheless have valid Fourier series
representations.†

The theorem here will be adequate for most of the applications in this book,
where the functions are generally piecewise smooth. We note that if f and F

denote the functions in the theorem, then

F(x +) = f (x +) and F(x −) = f (x −) when −π < x < π.

†See, for instance, the book by Tolstov (1976, pp. 91–94), which is listed in the Bibliography.



SEC. 14 EXAMPLES 39

Consequently, when −π < x < π , the theorem tells us that the Fourier series for
f on the interval −π < x < π converges to the number

f (x +)+ f (x −)

2
,(1)

which becomes f (x) if x is a point of continuity of f .
At the endpoints x = ±π , however, the series converges to

f (−π +)+ f (π −)

2
.(2)

To see this, consider first the point x = π . Since

F(π +) = f (−π +) and F(π −) = f (π −),

as is evident from Fig. 9, the quotient

F(x +)+ F(x −)

2

in our theorem becomes the quotient (2) when x = π . Because of the periodicity
of the series, it also converges to the quotient (2) when x = −π .

 3 3  
xO

F(x)

f (x)

FIGURE 9

14. EXAMPLES

The following examples illustrate how theFourier theorems in the last two sections
can be used.

EXAMPLE 1. In Example 1, Sec. 7, we obtained the Fourier series

π

4
+

∞ 
n=1

 
(−1)n − 1

πn2
cos nx + (−1)n+1

n
sin nx

 
(1)

on the interval−π < x < π for the function f defined by means of the equations

f (x) =
 
0 when − π < x ≤ 0,
x when 0 < x < π.

Since

f  (x) =
 
0 when − π < x < 0,
1 when 0 < x < π,

f is clearly piecewise smooth on the fundamental interval −π < x<π .
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Hence we may use the theorem in Sec. 13. In view of the continuity of f

when−π < x < π , the series converges to f (x) at each point in that open interval.
Since

f (−π+) = 0 and f (π−) = π,

it converges to π/2 at the endpoints x = ±π . The series, in fact, converges to π/2
at each of the points x = ±π,±3π,±5π, . . . , as indicated in Fig. 6 (Sec. 7), where
the sum of the series for all x is described graphically.

In particular, since series (1) converges to π/2 when x = π , we have the
identity

π

4
+

∞ 
n=1

(−1)n − 1
πn2

(−1)n = π

2
,

which can be written
∞ 

n=1

1

(2n − 1)2 = π2

8
.

This illustrates how Fourier series can sometimes be used to find the sums of
convergent series encountered in calculus. Setting x = 0 in series (1) also yields
this particular summation formula.

The theorem in Sec. 13 tells us that a function f in the space C 
p(−π, π) of

piecewise smooth functions on the interval−π < x < π has a valid Fourier series
representation on that interval, or one that is equal to f (x) at all but possibly
a finite number of points there. It also ensures that a function f in the space
C 

p(0, π) has valid Fourier cosine and sine series representations on the interval
0< x<π . This is because, according to Sec. 6, the cosine series for a function f on
the interval 0< x<π is the same as the Fourier series corresponding to the even

extension of f on the interval−π < x<π and the sine series for f on the interval
0 < x < π is the Fourier series for the odd extension of f . In view of the even
periodic function represented by the cosine series, that series converges to f (0+)

at the point x = 0 and to f (π −) at x = π . The sum of the sine series is, of course,
zero when x = 0 and when x = π .

EXAMPLE 2. In Example 2, Sec. 3, we found the Fourier cosine series
corresponding to the function f (x) = sin x on the interval 0 < x < π :

sin x ∼ 2

π
− 4

π

∞ 
n=1

cos 2nx

4n2 − 1 .(2)

Since sin x is piecewise smooth on 0 < x < π and continuous on the closed interval
0 ≤ x ≤ π , correspondence (2) is evidently an equality when 0 ≤ x ≤ π .

Our final example here illustrates how the theorem in Sec. 12 can be useful
when the one in Sec. 13 fails to apply.
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EXAMPLE 3. The odd function

f (x) = 3
√

x (−π < x < π)(3)

is piecewise continuous on the interval −π < x < π . But since

f  (x) = 1

3
3
√

x2

when x  = 0, it is clear that the one-sided limits f  (0+) and f  (0−) do not exist.
Hence f is not piecewise smooth on −π < x<π , and the theorem in Sec. 13 does
not apply.

If, however, F denotes the periodic extension, with period 2π , of the piece-
wise continuous function (3), the theorem in Sec. 12 can be applied to that ex-
tension. To be precise, since the one-sided derivatives of F exist everywhere in
the interval −π < x<π except at x = 0, we find that the Fourier series for F

on −π < x<π converges to F(x) when −π < x < 0 and when 0 < x < π . That
series representation is also valid at x = 0 since F is odd and the series is actually
a Fourier sine series on 0 < x < π , which converges to zero when x = 0. Since
f (x) = F(x) when −π < x < π , we may conclude that the Fourier series for f

on that interval is valid for all such x.

PROBLEMS

1. State why the Fourier sine series in Example 1, Sec. 5, for the function

f (x) = x (0 < x < π)

is a valid representation for x on the interval −π < x<π . Thus verify fully that the
series converges for all x (−∞ < x < ∞) to the function whose graph is shown in Fig. 5
(Sec. 5).

2. For each of the following functions, point out why its Fourier series on the interval
−π < x<π is convergentwhen−π ≤ x ≤π , and state the sumof the serieswhen x = π :

(a) the function

f (x) =
 −π/2 when −π < x< 0,

π/2 when 0< x<π,

whose series was found in Problem 1, Sec. 7;
(b) the function

f (x) = eax (a  = 0),
whose series was found in Problem 4, Sec. 7.

Answers: (a) sum = 0; (b) sum = cosh aπ .

3. By writing x = 0 and x = π/2 in the representation

sin x = 2

π
− 4

π

∞ 
n=1

cos 2nx

4n2 − 1 (0 ≤ x ≤ π),

established in Example 2, Sec. 14, obtain the following summations:

∞ 
n=1

1

4n2 − 1 = 1

2
,

∞ 
n=1

(−1)n

4n2 − 1 = 1

2
− π

4
.
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4. Point out why the Fourier series in Problem 7, Sec. 7, for the function

f (x) =
 
0 when −π ≤ x ≤ 0,
sin x when 0 < x ≤ π

converges to f (x) everywhere in the interval −π ≤ x ≤ π .

5. State why the correspondence

x ∼ π

2
− 4

π

∞ 
n=1

cos(2n − 1)x
(2n − 1)2 (0 < x < π),

obtained in Example 1, Sec. 3, is actually an equality on the closed interval 0 ≤ x ≤ π .
Thus show that

∞ 
n=1

1

(2n − 1)2 = π 2

8
.

(Compare with Example 1, Sec. 14.)

6. (a) Use the correspondence

x2 ∼ π 2

3
+ 4

∞ 
n=1

(−1)n

n2
cos nx (0 < x < π),

found in Problem 3(a), Sec. 5, to show that

∞ 
n=1

(−1)n+1

n2
= π 2

12
and

∞ 
n=1

1

n2
= π 2

6
.

(b) Use the correspondence (Problem 6, Sec. 5)

x4 ∼ π 4

5
+ 8

∞ 
n=1

(−1)n (nπ)
2 − 6

n4
cos nx (0 < x < π)

and the summations found in part (a) to show that

∞ 
n=1

(−1)n+1

n4
= 7π 4

720
and

∞ 
n=1

1

n4
= π 4

90
.

7. With the aid of the correspondence (Problem 6, Sec. 7)

cos ax ∼ 2a sin aπ

π

 
1

2a2
+

∞ 
n=1

(−1)n+1

n2 − a2
cos nx

 
(−π < x < π),

where a  = 0,±1,±2, . . . , show that
aπ

sin aπ
= 1+ 2a2

∞ 
n=1

(−1)n+1

n2 − a2
(a  = 0,±1,±2, . . .).

8. Without actually finding the Fourier series for the even function f (x) = 3
√

x2 on
−π < x<π , point out how the theorem in Sec. 12 ensures the convergence of that
series to f (x) when −π ≤ x < 0 and when 0 < x ≤ π but not when x = 0.

9. Let f denote a function that is piecewise continuous on an interval −c< x< c and
periodic with period 2c. Show that for any number a, c

−c

f (x) dx =
 a+c

a−c

f (x) dx.
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Suggestion: Write c

−c

f (x) dx =
 a+c

−c

f (x) dx +
 c

a+c

f (s) ds

and then make the substitution x = s −2c in the second integral on the right-hand side
of this equation.

15. CONVERGENCE ON OTHER

INTERVALS

In Sec. 8 we introduced Fourier series corresponding to piecewise continuous
functions f on arbitrary intervals −c < x < c. To treat the convergence of such
series, we include here a few remarks about the function

g(s) = f
 cs

π

 
(−π < s < π)(1)

that was used in Sec. 8.
Let us write the function (1) as

g(s) = f (x) where x = cs

π
(−π < s < π).(2)

It is clear that the equation x = cs/π , or s = πx/c, establishes a one-to-one cor-
respondence between points in the interval −π < s <π and points in the interval
−c< x< c. Suppose now that f is piecewise smooth on the interval −c< x< c

and that f (x) at each point x where f is discontinuous is the mean value of the
one-sided limits f (x +) and f (x −), as is the case when f is continuous at x.

One can see from equations (2) that if a specific point s0 corresponds to a
specific point x0, then

g(s0+) = f (x0+) and g(s0−) = f (x0−).

Since f (x) is always the mean value of f (x +) and f (x −), it follows from these
relations between one-sided limits that the number g(s) = f (x) is always the
mean value of g(s +) and g(s −). In particular, g is continuous at s when f is con-
tinuous at x. Since f is piecewise continuous on the interval −c< x< c, then, g is
piecewise continuous on the interval −π < s <π . The derivative f  is also piece-
wise continuous, and a similar argument shows that g is piecewise continuous. So
g is piecewise smooth on the interval −π < s <π . According to the theorem in
Sec. 13, the Fourier series for g on the interval −π < s <π converges to g(s) for
each s in that interval. Moreover, since it was relation (1) that gave us the new
correspondence for f on −c< x < c in Sec. 8, the correspondence is, in fact, an
equality. That is,

f (x) = a0

2
+

∞ 
n=1

 
an cos

nπx

c
+ bn sin

nπx

c

 
,(3)

where

an = 1

c

 c

−c

f (x) cos
nπx

c
dx (n = 0, 1, 2, . . .)(4)
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and

bn = 1

c

 c

−c

f (x) sin
nπx

c
dx (n = 1, 2, . . .).(5)

We state this result as a theorem that is sufficient for our applications. The
theorem and the one that follows it apply to any function f that has the following
properties:

(i) the function f is piecewise smooth on the stated interval;

(ii) the value f (x) at each point of discontinuity of f in that interval is the mean
value of the one-sided limits f (x +) and f (x −).

Theorem 1. Let f denote a function that has properties (i) and (ii) on an

interval −c < x < c. The Fourier series representation (3), with coefficients (4) and

(5), is valid for each x in that interval.

Note that series (3) also represents the periodic extension, with period 2c, of
the function f . That is, it converges to a function F(x)whose graph coincides with
the graph of f (x) on −c < x < c and is repeated every 2c units along the x axis.
The series has the expected sums at the endpoints x = ±c. The sum at x = c is,
for instance, the mean value of F(c +) and F(c −).

If we restrict function (1) to the interval 0 < s < π , Fourier cosine and sine
series representations on 0 < x < c follow from representations on 0 < s < π

that involve only cosines and sines, respectively.

Theorem 2. Let f denote a function that has properties (i) and (ii) on an

interval 0 < x < c. The Fourier cosine series representation

f (x) = a0

2
+

∞ 
n=1

an cos
nπx

c
,(6)

with coefficients

an = 2

c

 c

0

f (x) cos
nπx

c
dx (n = 0, 1, 2, . . .),(7)

is valid for all x in that interval. The same is true of the Fourier sine series

representation

f (x) =
∞ 

n=1
bn sin

nπx

c
,(8)

with coefficients

bn = 2

c

 c

0

f (x) sin
nπx

c
dx (n = 1, 2, . . .).(9)

Series (6) represents, of course, the even periodic extension, with period 2c,
of f ; and series (8) represents the odd periodic extension, with period 2c, of f .
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PROBLEMS

1. Use formulas (4) and (5), Sec. 15, as well as Theorem 1 in that section, to show that if

f (x) =
 
0 when −3< x< 0,
1 when 0< x< 3

and if f (0) = 1

2
, then

f (x) = 1

2
+ 2

π

∞ 
n=1

1

2n − 1 sin
(2n − 1)πx

3
(−3 < x < 3).

Describe graphically the function that is represented by this series for all values of
x (−∞ < x < ∞).

2. Let f denote the function whose values are

f (x) =
 
0 when −2 < x < 1,
1 when 1 < x < 2,

and

f (−2) = f (1) = f (2) = 1

2
.

Use formulas (4) and (5) in Sec. 15, together with Theorem 1 there, to show that

f (x) = 1

4
− 1

π

∞ 
n=1

1

n

 
sin

nπ

2
cos

nπx

2
+
 
cos nπ − cos nπ

2

 
sin

nπx

2

 
for each x in the closed interval −2 ≤ x ≤ 2.

3. Let M(c, t) denote the square wave (Fig. 10) defined by means of the equations

M(c, t) =
 

1 when 0 < t < c,

−1 when c < t < 2c,

and M(c, t + 2c) = M(c, t) when t > 0. Show that

M(c, t) = 4

π

∞ 
n=1

1

2n − 1 sin
(2n − 1)πt

c
(t  = c, 2c, 3c, . . .).

1

 1

M(c, t)

c 2c 3c 4c 5c tO

FIGURE 10

4. Let F denote the periodic function, of period c, where

F(x) =

⎧⎨
⎩

c

4
− x when 0 ≤ x ≤ c

2
,

x − 3c

4
when

c

2
< x ≤ c.
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(a) Describe the function F(x) graphically, and show that it is, in fact, the even periodic
extension, with period c, of the function

f (x) = c

4
− x

 
0 ≤ x ≤ c

2

 
.

(b) Use the result in part (a) and the Fourier cosine series correspondence found in
Problem 7, Sec. 8, to show that

F(x) = 2c

π2

∞ 
n=1

1

(2n − 1)2 cos
(4n − 2)πx

c
(−∞ < x < ∞).

5. Let f denote the periodic function, of period 2, where

f (x) =
 
cosπx when 0 < x < 1,
0 when 1 < x < 2

and where

f (0) = 1

2
and f (1) = −1

2
.

By referring to the correspondence

cosπx ∼ 8

π

∞ 
n=1

n

4n2 − 1 sin 2nπx (0 < x < 1),

obtained in Problem 8, Sec. 8, show that

f (x) = 1

2
cosπx + 4

π

∞ 
n=1

n

4n2 − 1 sin 2nπx (−∞ < x < ∞).

6. Suppose that a function f is piecewise smooth on an interval 0< x< c, and let F denote
this extension of f on the interval 0 < x < 2c :

F(x) =
 

f (x) when 0 < x < c,

f (2c − x) when c < x < 2c.

[The graph of y = F(x) is evidently symmetric with respect to the line x = c.] Show
that the coefficients Bn in the Fourier sine series for F on the interval 0 < x < 2c can
be written

Bn = 1− (−1)n

c

 c

0

f (x) sin
nπx

2c
dx (n = 1, 2, . . .).

Thus show that

f (x) =
∞ 

n=1
bn sin

(2n − 1)πx

2c
,

where

bn = 2

c

 c

0

f (x) sin
(2n − 1)πx

2c
dx (n = 1, 2, . . .),

for each point x (0 < x < c) at which f is continuous.
Suggestion: Write

Bn = 1

c

  c

0

f (x) sin
nπx

2c
dx +

 2c

c

f (2c − s) sin
nπs

2c
ds

 
and make the substitution x = 2c − s in the second of these integrals.
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7. Use the result in Problem 6 to establish the representation

x = 8c

π2

∞ 
n=1

(−1)n+1

(2n − 1)2 sin
(2n − 1)πx

2c
(−c ≤ x ≤ c).

8. After writing the Fourier series representation (3), Sec. 15, as

f (x) = a0

2
+ lim

N→∞

N 
n=1

 
an cos

nπx

c
+ bn sin

nπx

c

 
,

use the exponential forms†

cos θ = eiθ + e−iθ

2
, sin θ = eiθ − e−iθ

2i

of the cosine and sine functions to put that representation in exponential form:

f (x) = lim
N→∞

N 
n=−N

An exp

 
i
nπx

c

 
,

where

A0 = a0

2
, An = an − ibn

2
, A−n = an + ibn

2
(n = 1, 2, . . .).

Then use expressions (4) and (5), Sec. 15, for the coefficients an and bn to obtain the
single formula

An = 1

2c

 c

−c

f (x) exp

 
− i

nπx

c

 
dx (n = 0,±1,±2, . . .).

16. A LEMMA

We prove here an important lemma to be used in Sec. 17. Sections 17 and 18,
regarding the absolute and uniform convergence of Fourier series, and Secs. 19
and 20, dealingwith differentiation and integration of such series, will be used only
occasionally later on and will be specifically cited as needed. Hence the reader
may at this time pass directly to Chap. 3 without serious disruption.

For convenience, we treat only Fourier series for which the fundamental
interval is −π < x<π . Adaptations to series on any interval −c < x < c can be
made by the method used in Sec. 8.

Lemma. Let f denote a function such that

(i) f is continuous on the interval −π ≤ x ≤ π;
(ii) f (−π) = f (π);
(iii) its derivative f  is piecewise continuous on the interval −π < x < π .

†For background on these forms and an introduction to series and integrals involving complex-valued

functions, see the authors’ book (2009), listed in the Bibliography.
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If an and bn are the Fourier coefficients

an = 1

π

 π

−π

f (x) cos nx dx, bn = 1

π

 π

−π

f (x) sin nx dx(1)

for f on −π < x < π , the series

∞ 
n=1

 
a2n + b2n(2)

converges.

The class of functions satisfying conditions (i) through (iii) here is, of course,
a subspace of the space of piecewise smooth functions on the interval−π < x < π .

We begin the proof of the lemma with the observation that the Fourier
coefficients

αn = 1

π

 π

−π

f  (x) cos nx dx, βn = 1

π

 π

−π

f  (x) sin nx dx(3)

for f  exist because of the piecewise continuity of f  . Note that

α0 = 1

π

 π

−π

f  (x) dx = 1

π
[ f (π)− f (−π)] = 0.

Also, since f is continuous and f (−π) = f (π), integration by parts reveals that
when n = 1, 2, . . . ,

αn = 1

π

 π

−π

(cos nx) f  (x) dx

= 1

π

 
[(cos nx) f (x)]

π

−π
+ n

 π

−π

f (x) sin nx dx

 
= nbn.

Likewise,

βn = 1

π

 π

−π

(sin nx) f  (x) dx

= 1

π

 
[(sin nx) f (x)]

π

−π
− n

 π

−π

f (x) cos nx dx

 
= −nan;

and we find that

an = −βn

n
, bn = αn

n
(n = 1, 2, . . .).(4)

In view of relations (4), the sum sN of the first N terms of the infinite series
(2) becomes

sN =
N 

n=1

 
a2n + b2n =

N 
n=1

1

n

 
α2n + β2n.(5)

Cauchy’s inequality  
N 

n=1
pnqn

 2
≤
 

N 
n=1

p2n

  
N 

n=1
q2n

 
,
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which applies to any two sets of real numbers

pn (n = 1, 2, . . . , N) and qn (n = 1, 2, . . . , N)

(see Problem 6, Sec. 20, for a derivation), can now be used to write

s2N ≤
 

N 
n=1

1

n2

  
N 

n=1

 
α2n + β2n

  
(N = 1, 2, . . .).(6)

The sequence of sums

N 
n=1

1

n2
(N = 1, 2, . . .)(7)

here is clearly bounded since each sum is a partial sum of the convergent series
whose terms are 1/n2 [see Problem 6(a), Sec. 14]. The sequence

N 
n=1

 
α2n + β2n

 
(N = 1, 2, . . .)(8)

is also bounded since αn (n = 0, 1, 2, . . .) and βn (n = 1, 2, . . .) are the Fourier
coefficients for f  on the interval−π < x < π andmust, therefore, satisfy Bessel’s
inequality:

N 
n=1

 
α2n + β2n

 ≤ 1

π

 π

−π

[ f  (x)]2 dx (N = 1, 2, . . .).

[See Problem 4(b), Sec. 11.] In view of the boundedness of sequences (7) and (8),
it now follows from inequality (6) that the sequence s2N(N = 1, 2, . . .) of squares is
bounded, in addition to being nondecreasing. Hence it converges, and this means
that the sequence sN(N = 1, 2, . . .) converges. Thus series (2) converges.

17. ABSOLUTE AND UNIFORM

CONVERGENCE OF FOURIER SERIES

We turn now to the absolute and uniform convergence of Fourier series. We begin
by recalling some facts about uniformly convergent series of functions.†

Let s(x) denote the sum of an infinite series of functions fn(x), where the
series is convergent for all x in some subset E of the real axis. Thus

s(x) =
∞ 

n=1
fn(x) = lim

N→∞
sN(x)(1)

for all x in E, where each sN(x) denotes the partial sum of the first N terms of
the series. The series converges uniformly with respect to x if the absolute value
of the difference s(x) − sN(x) can be made arbitrarily small for all x in the set E

†See, for instance, the book byKaplan (2003, Chap. 6) or the one by Taylor andMann (1983, Chap. 20),

both listed in the Bibliography.
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by taking N sufficiently large. That is, for each positive number ε, there exists a
positive integer Nε, independent of x, such that, for each x in E,

|s(x)− sN(x)| < ε whenever N > Nε.(2)

For us, the set E will be some closed interval a ≤ x ≤ b, or possibly an open one
a < x < b. Geometrically, statement (2) then tells us that for each fixed x in E,
the distance between sN(x) and s(x) is less than ε. Thus the graph of y = sN(x) lies
entirely inside a band of width 2ε centered along the graph of y = s(x), as shown
in Fig. 11.

O

y

xa b

y   s(x)

y   sN(x)





FIGURE 11

We include here a few properties of uniformly convergent series that are
often useful. If the functions fn are continuous and if series (1) is uniformly con-
vergent, then the sum s(x) of that series is a continuous function. Also, the series
can be integrated term by term over the interval a ≤ x ≤ b to give the integral of
s(x) from x = a to x = b. If the functions fn and their derivatives f  

n are contin-
uous, if series (1) converges, and if the series whose terms are f  

n(x) is uniformly
convergent, then s  (x) is found by differentiating series (1) term by term.

A sufficient condition for uniform convergence is given by the Weierstrass
M-test. Namely, if there is a convergent series

∞ 
n=1

Mn(3)

of positive constants such that

| fn(x)| ≤ Mn (a ≤ x ≤ b)(4)

for each n, then series (1) is uniformly convergent on the stated interval.

Theorem. Let f denote a function such that

(i) f is continuous on the interval −π ≤ x ≤ π;
(ii) f (−π) = f (π);
(iii) its derivative f  is piecewise continuous on the interval −π < x<π .



SEC. 18 THE GIBBS PHENOMENON 51

The Fourier series

a
0

2
+

∞ 
n=1

(an cos nx + bn sin nx)(5)

for f , with coefficients

an = 1

π

 π

−π

f (x) cos nx dx, bn = 1

π

 π

−π

f (x) sin nx dx,(6)

converges absolutely and uniformly to f (x) on the interval −π ≤ x ≤ π .

To prove this, we first note that the conditions on f ensure the continuity of
the periodic extension of f for all x. Hence it follows from the theorem in Sec. 13
that series (5) converges to f (x) everywhere in the interval−π ≤ x ≤ π . Observe
how it follows from the inequalities

|an| ≤
 

a2n + b2n and |bn| ≤
 

a2n + b2n

that

|an cos nx + bn sin nx| ≤ |an| + |bn| ≤ 2
 

a2n + b2n (n = 1, 2, . . .).

Since the series

∞ 
n=1

 
a2n + b2n

converges, according to the lemma in Sec. 16, the comparison test and the
Weierstrass M-test thus apply to show that the convergence of series (5) is
absolute and uniform on the interval −π ≤ x ≤ π , as stated.

Modifications of the statements in both the lemma in Sec. 16 and the above
theorem are apparent. For instance, it follows from the theorem that the Fourier
cosine series on 0< x<π for a function f that is continuous on the closed interval
0 ≤ x ≤ π converges absolutely and uniformly to f (x) when 0 ≤ x ≤ π if f  is
piecewise continuous on 0 < x < π . For the sine series, however, the additional
conditions f (0) = f (π) = 0 are needed.

Since a uniformly convergent series of continuous functions always con-
verges to a continuous function, a Fourier series for a function f cannot converge
uniformly on an interval that contains a point at which f is discontinuous. Hence
the continuity of f , assumed in the theorem, is necessary for the series there to
converge uniformly. The lack of uniformity of the convergence of a Fourier series
is illustrated in the next section.

18. THE GIBBS PHENOMENON

Suppose that x0 is a point at which a piecewise smooth function is discontinuous.
The nature of the deviation near x0 of the values of the partial sums of a Fourier
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series for f is commonly referred to as the Gibbs phenomenon.† We illustrate it
here using the piecewise smooth function defined on the interval −π < x < π by
means of the equations

f (x) =
 −π/2 when −π < x < 0,

π/2 when 0 < x < π,

and f (0) = 0.
According to Problem 1, Sec. 5, and the Fourier theorem in Sec. 13, the

Fourier (sine) series

2

∞ 
n=1

sin(2n − 1)x
2n − 1 (−π < x < π)

for f converges to f (x) everywhere in the interval−π < x < π . Let SN(x) denote
the sum of the first N terms of this series when 0< x<π . Thus

SN(x) = 2
N 

n=1

sin(2n − 1)x
2n − 1 (0 < x < π),(1)

and we know that the sequence SN(x)(N = 1, 2, . . .) converges to π/2 = 1.57 · · ·
when 0 < x < π . Differentiating expression (1), we have

S 
N(x) = 2

N 
n=1
cos(2n − 1)x.(2)

This can be put in closed form with the aid of the trigonometric identity

2 sin Acos B = sin(A+ B)+ sin(A− B).

More precisely, by writing A= x and B = (2n − 1)x and then summing each side
of the result from n = 1 to n = N, we have

2 sin x

N 
n=1
cos(2n − 1)x =

N 
n=1
sin 2nx −

N 
n=1
sin 2(n − 1)x.

The two summations on the right here telescope to give us

2 sin x

N 
n=1
cos(2n − 1)x = sin 2Nx,

and expression (2) becomes

S 
N(x) = sin 2Nx

sin x
(0 < x < π).(3)

We find from expression (3) that this derivative is zero in the interval
0 < x < π when

x = kπ

2N
(k = 1, 2, . . . , 2N − 1).

†For a detailed analysis of this phenomenon, see the book by Carslaw (1952, Chap. 9), which is listed

in the Bibliography.
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Hence x = π/(2N) is the smallest positive number at which SN(x) has a critical
point. By differentiating expression (3) and then substituting x = π/(2N), we see
that

S  
n

 π

2N

 
= − 2N

sin(π/2N)
< 0,

and this tells us that a relativemaximumoccurs at x = π/(2N), as shown in Fig. 12.

O



/2

y



2N

 x

y   SN(x)

FIGURE 12

Next, we integrate each side of equation (3) from x = 0 to x = π/(2N) in
order to see that

SN

 π

2N

 
=
 π/(2N)

0

sin 2Nx

sin x
dx.(4)

It is left to Problem 7, Sec. 20, to show how it follows from expression (4) that

lim
N→∞

SN

 π

2N

 
=
 π

0

sin t

t
dt.

The value of this integral is the number σ = 1.85 · · · that is shown in Fig. 12, which
indicates how “spikes” in the graphs of the partial sums y = SN(x), moving to the
left as N increases, are formed, their tips tending to the point σ on the y axis.† The
behavior of the partial sums is similar on the interval −π < x < 0.

The convergence of series (1) to f (x) on −π < x < π is not uniform, of
course, because f is not continuous on that interval. It is,moreover, not uniformon
0 < x < π even though f is continuous there, because of the Gibbs phenomenon.
To be specific, let ε denote any positive number smaller than the difference

σ − π

2

.= 0.28,

where
.= denotes approximate equality. It is evident from Fig. 12 that because the

tip of the “spike” occurring when x = π/(2N) tends to σ , the graph of y = SN(x)

†The integral occurs as a particular value of the sine integral function Si(x), which is tabulated in, for

See also the more recent handbook edited by Olver, Logier, Boisvert, and Clark (2010) that is listed.
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when N is large is not completely contained in a strip of width 2ε centered along
the horizontal line segment y = π/2 on the interval 0 < x < π .

19. DIFFERENTIATION OF FOURIER

SERIES

Not all Fourier series are differentiable, as Example 1 illustrates.

EXAMPLE 1. According to Theorem 1 in Sec. 15, the Fourier series in
Example 2, Sec. 7, for the function f (x) = x (−π < x < π) converges to f (x) at
each point in the interval −π < x < π :

x = 2
∞ 

n=1

(−1)n+1

n
sin nx (−π < x < π).(1)

But the differentiated series

2

∞ 
n=1

(−1)n+1 cos nx

does not converge since its nth term fails to approach zero as n tends to infinity.

Sufficient conditions for differentiability can be stated as follows, where the
conditions on f are the same as those in the theorem in Sec. 17, as well as in the
lemma in Sec. 16.

Theorem. Let f denote a function such that

(i) f is continuous on the interval −π ≤ x ≤ π;
(ii) f (−π) = f (π);
(iii) its derivative f  is piecewise continuous on the interval −π < x<π .

The Fourier series representation

f (x) = a0

2
+

∞ 
n=1

(an cos nx + bn sin nx) (−π ≤ x ≤ π),(2)

where

an = 1

π

 π

−π

f (x) cos nx dx, bn = 1

π

 π

−π

f (x) sin nx dx,

is differentiable at each point x in the interval−π < x < π at which the second-order

derivative f   exists:

f  (x) =
∞ 

n=1
n(− an sin nx + bn cos nx). (−π < x < π).(3)

Our proof of this theorem is especially brief. To start, we consider a point x

(−π < x < π) at which f   exists; and we note that f  is therefore continuous
at x. Hence an application of the Fourier theorem in Sec. 12 to the function f  
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shows that

f  (x) = α0

2
+

∞ 
n=1

(αn cos nx + βn sin nx) (−π < x < π),(4)

where

αn = 1

π

 π

−π

f  (x) cos nx dx, βn = 1

π

 π

−π

f  (x) sin nx dx.

But since f and f  satisfy all the conditions stated in the lemma in Sec. 16, we
know from the proof there that

α0 = 0, αn = nbn, βn = −nan (n = 1, 2, . . .).(5)

When these substitutions are made, equation (4) takes the form (3); and the proof
is complete.

At a point x where f   (x) does not exist, but where f  has one-sided deriva-
tives, differentiation is still valid in the sense that the series in equation (3) con-
verges to the mean of the values f  (x +) and f  (x −). This is also true for the
periodic extension of f .

The theorem applies, with obvious changes, to other Fourier series. For in-
stance, if f is continuous when 0≤ x ≤π and f  is piecewise continuous on the
interval 0< x<π , then the Fourier cosine series for f on 0 < x < π is differen-
tiable at each point x (0< x<π) where f   (x) exists.

EXAMPLE 2. We know from Problem 5, Sec. 7, and the theorem in Sec. 13
that when a  = 0,

cosh ax = sinh aπ

aπ

 
1+ 2a2

∞ 
n=1

(−1)n
a2 + n2

cos nx

 

on the closed interval−π ≤ x ≤π . Inasmuch as the hypothesis in the theoremhere
is satisfied when f (x) = cosh ax, it follows that

a sinh ax = 2a sinh aπ

π

∞ 
n=1

(−1)n
a2 + n2

(−n sin nx)

on the interval −π < x<π . That is, when a  = 0,

sinh ax = 2 sinh aπ

π

∞ 
n=1

(−1)n+1 n

a2 + n2
sin nx (−π < x < π).(6)

Note that equation (6) is, in fact, valid when the condition a  = 0 is dropped.

20. INTEGRATION OF FOURIER SERIES

Integration of a Fourier series is possible under much more general conditions
than those for differentiation. Suppose that f is piecewise continuous and that

f (x) ∼ a0

2
+

∞ 
n=1

(an cos nx + bn sin nx) (−π < x < π)(1)
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where

an = 1

π

 π

−π

f (x) cos nx dx, bn = 1

π

 π

−π

f (x) sin nx dx.(2)

In the following theorem it is not even essential that series (1) converge in order
that the integrated series converge to the integral of the function.

Theorem. Let f be a function that is piecewise continuous on the interval

−π < x<π . Regardless of whether series (1) converges or not, the equation x

−π

f (s) ds = a0

2
(x + π)+

∞ 
n=1

1

n
{an sin nx − bn[cos nx + (−1)n+1]}(3)

is valid when −π ≤ x ≤ π.

Series (3) is, of course, obtained by replacing x by s in series (1) and then
integrating term by term from s = −π to s = x. Observe that if a0  = 0, the first
term on the right in equation (3) is not of the type encountered in a Fourier series.
Hence integrating a Fourier series does not always yield an actual Fourier series.

Our proof starts with the fact that since f is piecewise continuous, the
function

F(x) =
 x

−π

f (s) ds − a0

2
x (−π ≤ x ≤ π)(4)

is continuous; moreover,

F  (x) = f (x)− a0

2
(−π < x<π),(5)

except at points where f is discontinuous.Hence F  is piecewise continuous on the
interval−π < x<π . Since F is piecewise smooth, then, it follows fromTheorem 1
in Sec. 15 that

F(x) = A0

2
+

∞ 
n=1

(An cos nx + Bn sin nx) (−π < x<π),(6)

where

An = 1

π

 π

−π

F(x) cos nx dx, Bn = 1

π

 π

−π

F(x) sin nx dx.(7)

We note from expression (4) and the first of expressions (2) when n = 0 that

F(−π) = a0

2
π and F(π) =

 π

−π

f (s) ds− a0

2
π = a0π− a0

2
π = a0

2
π;(8)

hence

F(−π) = F(π).(9)

This shows that representation (6) is also valid at the endpoints of the open inter-
val −π < x<π and, therefore, at each point of the closed interval −π ≤ x ≤ π .

Let us now write the coefficients An and Bn in terms of an and bn. When
n ≥ 1, we may integrate integrals (7) by parts, using the fact that F is continuous
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and F  is piecewise continuous. Thus

An = 1

π

  
F(x)

sin nx

n

 π
−π

−
 π

−π

sin nx

n
F  (x) dx

!

= − 1

nπ

 π

−π

F  (x) sin nx dx;

and, in view of expression (5) for F  (x), we have

An = − 1

nπ

 π

−π

 
f (x)− a0

2

 
sin nx dx

= −1
n

· 1
π

 π

−π

f (x) sin nx dx + a0

2nπ

 π

−π

sin nx dx = −bn

n
·

Likewise, keeping relation (9) in mind, we find that

Bn = 1

π

  
−F(x)

cos nx

n

 π
−π

+
 π

−π

cos nx

n
F  (x)dx

 

= 1

nπ

 π

−π

F  (x) cos nx dx;

and, using expression (5) once again, we can see that

Bn = 1

nπ

 π

−π

 
f (x)− a0

2

 
cos nx dx

= 1

n
· 1
π

 π

−π

f (x) cos nx dx − a0

2nπ

 π

−π

cos nx dx = an

n
.

As for A0, from the final value for F(π) shown in the second of relations (8)
and the fact that representation (6) is valid when x = π , we know that

a0

2
π = A0

2
+

∞ 
n=1

An(−1)n.

So, by solving for A0 here and then using the relation An = −bn/n that we have
found, we arrive at

A0 = a0π − 2
∞ 

n=1
An(−1)n = a0π − 2

∞ 
n=1

(−1)n+1

n
bn.

With these expressions for An and Bn, including A0, representation (6) takes
the form

F(x) = a0

2
π +

∞ 
n=1

1

n
{an sin nx − bn[cos nx + (−1)n+1]}.

Finally, if we use expression (4) to substitute for F(x) here, we arrive at the desired
result (3).
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The theorem can bewritten for the integral from x0 to x, where−π ≤ x0 ≤ π

and −π ≤ x ≤ π , by noting that x

x0

f (s) ds =
 x

−π

f (s) ds −
 x0

−π

f (s) ds.

PROBLEMS

1. Show that the function

f (x) =
 
0 when −π ≤ x ≤ 0,
sin x when 0 < x ≤ π

satisfies all the conditions in the theorem inSec. 17. Then,with the aid of theWeierstrass
M-test in Sec. 17, verify that the Fourier series

1

π
+ 1

2
sin x − 2

π

∞ 
n=1

cos 2nx

4n2 − 1 (−π < x < π)

for f , found in Problem 7, Sec. 7, converges uniformly on the interval −π ≤ x ≤ π , as
the theorem in Sec. 17 tells us. Also, state why this series is differentiable in the interval
−π < x<π , except at the point x = 0, and describe graphically the function that is
represented by the differentiated series for all x.

2. We know from Example 1, Sec. 3, that the series

π

2
− 4

π

∞ 
n=1

cos(2n − 1)x
(2n − 1)2

is the Fourier cosine series for the function f (x) = x on the interval 0< x<π . Differ-
entiate this series term by term to obtain a representation for the derivative f  (x) = 1
on that interval. State why the procedure is reliable here.

3. State the theorem in Sec. 19 as it applies to Fourier sine series. Point out, in particular,
why the conditions f (0) = f (π) = 0 are present in this case.

4. Let an and bn denote the Fourier coefficients in the lemma in Sec. 16. Using the fact
that the coefficients in the Fourier series for a function in Cp(−π, π) always tend to
zero as n tends to infinity (Problem 5, Sec. 11), show why

lim
n→∞

nan = 0 and lim
n→∞

nbn = 0.

5. Integrate from s = 0 to s = x (−π ≤ x ≤ π) the Fourier series

2

∞ 
n=1

(−1)n+1

n
sin ns

in Example 1, Sec. 19, and the one

2

∞ 
n=1

sin(2n − 1)s
2n − 1

appearing in Sec. 18. In each case, describe graphically the function that is represented
by the new series.
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6. Let pn (n = 1, 2, . . . , N ) and qn (n = 1, 2, . . . , N ) denote real numbers, where at least
one of the numbers pn, say pm, is nonzero. By writing the quadratic equation

x2
N 

n=1
p2n + 2x

N 
n=1

pnqn +
N 

n=1
q2n = 0

in the form
N 

n=1
(pnx + qn)

2 = 0,

show that the number x0 = −qm/pm is the only possible real root. Conclude that since
there cannot be two distinct real roots, the discriminant 

2

N 
n=1

pnqn

 2
− 4
 

N 
n=1

p2n

  
N 

n=1
q2n

 

of this quadratic equation is negative or zero. Thus derive Cauchy’s inequality (Sec. 16) 
N 

n=1
pnqn

 2
≤
 

N 
n=1

p2n

  
N 

n=1
q2n

 
,

which is clearly valid even if all the numbers pn are zero.

7. Rewrite expression (4), Sec. 18, as

SN

 
π

2N

 
= I + J

where

I =
 π/(2N)

0

x − sin x

x sin x
sin 2Nx dx and J =

 π/(2N)

0

sin 2Nx

x
dx.

(a) With the aid of l’Hôpital’s rule, show that the one-sided limits

lim
x→0
x>0

x − sin x

x sin x
and lim

x→0
x>0

sin 2Nx

x

exist and hence, that the integrands in these two integrals are piecewise continuous
on the interval 0 < x < π/(2N). This establishes the existence of the integrals.

(b) Use the fact (Sec. 1) that a piecewise continuous functiondefinedonafinite interval
is bounded on that interval to show that

|I| ≤
 π/(2N)

0

"""" x − sin x

x sin x
sin 2Nx

"""" dx → 0

as N tends to infinity.
(c) By making the substitution t = 2Nx in the integral J , show that

J =
 π

0

sin t

t
dt.

(d) Conclude from the results obtained in parts (b) and (c) that

lim
N→∞

SN

 
π

2N

 
=
 π

0

sin t

t
dt.

as stated in Sec. 18.



CHAPTER

3
PARTIAL
DIFFERENTIAL
EQUATIONS
OF PHYSICS

This chapter is devoted mainly to the derivation of certain partial differential
equations arising in studies of heat conduction, electrostatics, and mechanical
vibrations. Solutions of these equations, to be obtained in subsequent chapters,
will involve not only Fourier series of the type treated in Chaps. 1 and 2 but also
other kinds of series to be developed in the later chapters.

21. LINEAR BOUNDARY VALUE
PROBLEMS

In the theory and application of partial differential equations, the dependent vari-
able, denoted here by u, is usually required to satisfy some conditions on the
boundary of the domain on which the differential equation is defined. The equa-
tions that represent those boundary conditions may involve values of derivatives
of u, as well as values of u itself, at points on the boundary. In addition, some
conditions on the continuity of u and its derivatives within the domain and on
the boundary may be required. Such a set of requirements constitutes a boundary

value problem in the functionu.Weuse that terminologywhenever the differential
equation is accompanied by boundary conditions.

A boundary value problem is correctly set if it has one and only one solution
within a given class of functions. Physical interpretations often suggest boundary
conditions under which a problem may be correctly set. In fact, it is sometimes
helpful to interpret a problem physically in order to judge whether the bound-
ary conditions may be adequate. This is a prominent reason for associating such

60
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problems with their physical applications, aside from the opportunity to illustrate
connections between mathematical analysis and the physical sciences.

The theory of partial differential equations gives results on the existence and
uniqueness of solutions of boundary value problems. But such results are neces-
sarily limited by the great variety of types of differential equations and domains on
which they are defined, as well as types of boundary conditions. Instead of appeal-
ing to general theory in treating a specific problem, our approachwill be to actually
find a solution, which can often be verified and shown to be the only one possible.

Frequently, it is convenient to indicate partial differentiation by writing in-
dependent variables as subscripts. If, for instance, u is a function of x and y, we
may write

ux or ux(x, y) for
∂u

∂x
, uxx for

∂2u

∂x2
, uxy for

∂2u

∂y ∂x
,

etc. We shall always assume that the partial derivatives of u satisfy continuity
conditions allowing us to write uyx = uxy.

† Also, we shall be free to use the symbol
ux(c, y), for example, to denote values of the function ∂u/∂x on the line x = c.

EXAMPLE. The problem consisting of the differential equation

uxx(x, y)+ uyy(x, y) = 0 (x > 0, y > 0)(1)

and the two boundary conditions

u(0, y) = ux(0, y) (y > 0),(2)

u(x, 0) = sin x + cos x (x > 0)(3)

is a boundary value problem in partial differential equations. The differential
equation is defined in the first quadrant of the xy plane (see Fig. 13). As the
reader can readily verify, the function

u(x, y) = e−y(sin x + cos x)(4)

is a solution of this problem. The function (4) and its partial derivatives of the first
and second order are continuous in the region x ≥ 0, y ≥ 0.

O x

u   ux uxx   uyy   0

u   sinx   cosx

y

FIGURE 13

†See, for instance, the book by Taylor and Mann (1983, pp. 200–201) that is listed in the Bibliography.
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A differential equation in a function u, or a boundary condition on u, is
linear if it is an equation of the first degree in u and derivatives of u. Thus, the
terms of the equation are either prescribed functions of the independent variables
alone, including constants, or such functions multiplied by u or a derivative of u.
Note that the general linear partial differential equation of the second order in
u = u(x, y) has the form

Auxx + Buxy + Cuyy + Dux + Euy + Fu = G,(5)

where the letters A throughGdenote either constants or functions of the indepen-
dent variables x and y only. The differential equation and the boundary conditions
in the example above are all linear. The differential equation

zuxx + xy2uyy − exuz = f (y, z)(6)

is linear inu = u(x, y, z); but the equationuxx + uuy = x is nonlinear inu = u(x, y)

because the term uuy is not of the first degree as an algebraic expression in the
two variables u and uy, in accordance with equation (5).

As expected, a boundary value problem is said to be linear if its differential
equationandall of its boundary conditions are linear.Theboundary valueproblem
in our example is, therefore, linear. The method of solution presented in this book
does not apply to nonlinear problems.

A linear differential equation or boundary condition in u is homogeneous

if each of its terms, other than zero itself, is of the first degree in the function u

and its derivatives. Homogeneity will play a central role in our treatment of linear
boundary value problems. Observe that equation (1) and condition (2) are homo-
geneous, but that condition (3) is not. Equation (5) is homogeneous in a domain
of the xy plane only when the function G is identically equal to zero (G ≡ 0)
throughout that domain; and equation (6) is nonhomogeneous unless f (y, z) ≡ 0
for all values of y and z being considered.

22. ONE-DIMENSIONAL HEAT
EQUATION

Thermal energy is transferred from warmer to cooler regions interior to a solid
body by means of conduction. It is convenient to refer to that transfer as a flow of

heat, as if heat were a fluid or gas that diffused through the body from regions of
high concentration into regions of low concentration. We shall now find a partial
differential equation that is satisfied by temperatures in the solid. In order to do
this, we need to consider some terminology that occurs in physics.

(i) Flux and Thermal Conductivity
Let P0 denote a point (x0, y0, z0) interior to the body and S a smooth surface
through P0. Also, let n be a unit vector that is normal to S at the point P0
(Fig. 14). At time t , the flux of heat  (x0, y0, z0, t) across S at P0 in the direc-
tion of n is the quantity of heat per unit area per unit time that is being conducted
across S at P0 in that direction. Flux is, therefore,measured in such units as calories
per square centimeter per second.
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n

S

P0

FIGURE 14

If u(x, y, z, t) denotes temperatures at points (x, y, z) of the body at time
t and if n is a coordinate that represents distance in the direction of n, the flux
 (x0, y0, z0, t) is positive when the directional derivative du/dn is negative at P0
and negative when du/dn is positive there. A fundamental postulate, known as
Fourier’s law, in themathematical theory of heat conduction states that themagni-
tude of the flux  (x0, y0, z0, t) is proportional to the magnitude of the directional
derivative du/dn at P0 at time t . That is, there is a coefficient K, known as the
thermal conductivity of the material, such that

 = −K
du

dn
(K > 0)(1)

at P0 and time t .

(ii) Specific Heat
Another thermal coefficient of thematerial is its specific heat σ . This is the quantity
of heat required to raise the temperature of a unit of mass of the material one unit
on the temperature scale. Unless otherwise stated, we shall always assume that
the coefficients K and σ are constant throughout the solid body and that the same
is true of density δ, which is the mass per unit volume of the material. With these
assumptions, a second postulate in the mathematical theory is that conduction
leads to a temperature function u which, together with its derivative ut and those
of the first and second order with respect to x, y, and z, is continuous throughout
each domain interior to a solid body in which no heat is generated or lost.

Suppose now that heat flows only parallel to the x axis in the body, so
that flux  and temperatures u depend on only x and t . Thus  =  (x, t) and
u = u(x, t). We assume at present that heat is neither generated nor lost within
the body and hence that heat enters or leaves only through its surface. We then
construct a small rectangular parallelepiped, lying in the interior of the body, with
one vertex at a point (x, y, z) and with faces parallel to the coordinate planes. The
lengths of the edges are x, y, and z, as shown in Fig. 15.Observe that since the
parallelepiped is small, the continuous function ut varies little in that region and
has approximately the value ut (x, t) throughout it. This approximation improves,
of course, as  x tends to zero.

The mass of the element of material occupying the parallelepiped is
δ  x y z. So, in view of the definition of specific heat σ stated above, we know
that one measure of the quantity of heat entering that element per unit time at
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z

x

y

B C

F G

E H

A D
(x, y, z)

 y

 z

 x

FIGURE 15

time t is approximately

σδ  x y zut (x, t).(2)

Another way to measure that quantity is to observe that since the flow of heat
is parallel to the x axis, heat crosses only the surfaces ABCD and EFGH of the
element, which are parallel to the yz plane. If the direction of the flux (x, t) is in
the positive direction of the x axis, it follows that the quantity of heat per unit time
crossing the surface ABCD into the element at time t is  (x, t) y z. Because
of the heat leaving the element through the face EFGH, the net quantity of heat
entering the element per unit time is, then,

 (x, t) y z− (x + x, t) y z.

In view of Fourier’s law (1), this expression can be written

K [ux(x + x, t)− ux(x, t)] y z.(3)

Equatingexpressions (2) and (3) for thequantityofheat entering theelement
per unit time and then dividing by σδ  x y z, we have, approximately,

ut (x, t) =
K

σδ
· ux(x + x, t)− ux(x, t)

 x
.

Letting x tend to zero here, we find that temperatures in a solid body, when heat
flows only parallel to the x axis, satisfy the one-dimensional heat equation

ut (x, t) = kuxx(x, t),(4)

where

k= K

σδ
.

The positive constant k here is called the thermal diffusivity of the material.
In the derivation of equation (4), we assumed that there is no source (or

sink) of heat within the solid body, only heat transfer by conduction. If there is a
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uniform source throughout the body that generates heat at a constant rate Q per
unit volume, it is easy to modify the derivation to obtain the nonhomogeneous
heat equation

ut (x, t) = kuxx(x, t)+ q0,(5)

where

q0 =
Q

σδ
.

This is accomplished by simply adding the term Q x y z to expression (3) and
proceeding in the same way as before. The rate Q per unit volume at which heat
is generated may, in fact, be any continuous function of x and t , in which case the
term q0 in equation (5) is replaced by a function q(x, t).

The heat equation describing flow in two and three dimensions is discussed
in Sec. 23.

23. RELATED EQUATIONS

When the direction of heat flow in a solid body is not restricted to be simply
parallel to the x axis, temperatures u in the body depend, in general, on all of the
space variables, as well as t . By considering the rate of heat passing through each
of the six faces of the element in Fig. 15 (Sec. 22), one can derive (see Problem 1)
the three-dimensional heat equation, satisfied by u = u(x, y, z, t):

ut = k(uxx + uyy + uzz).(1)

The constant k is the thermal diffusivity of thematerial, appearing in equation (4),
Sec. 22. When the laplacian

∇2u = uxx + uyy + uzz(2)

is used, equation (1) takes the compact form

ut = k∇2u.(3)

Note that when there is no flow of heat parallel to the z axis, so that uzz = 0
and u = u(x, y, t), equation (1) reduces to the heat equation for two-dimensional

flow parallel to the xy plane:

ut = k(uxx + uyy).(4)

The one-dimensional heat equation ut = kuxx that was obtained in Sec. 22 for
temperatures u= u(x, t) follows, of course, from this when there is, in addition,
no flow parallel to the y axis. If temperatures are in a steady state, in which case u

does not vary with time, equation (1) becomes Laplace’s equation

uxx + uyy + uzz = 0.(5)

Equation (5) is often written ∇2u = 0.
The derivation of equation (1) in Problem1 takes into account the possibility

that heat may be generated in the solid body at a constant rate Qper unit volume,
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and the generalization

ut= k∇2u+ q0(6)

of equation (5), Sec. 22, is obtained. If the rate Q is a continuous function of the
space variables x, y, and z and if temperatures are in a steady state, equation (6)
becomes Poisson’s equation

∇2u = f (x, y, z),(7)

where f (x, y, z) = −q(x, y, z)/k.
It should be emphasized that the various partial differential equations in this

section are important in other areas of applied mathematics. In simple diffusion
problems, for example, Fourier’s law  =−K du/dn applies to the flux  of a
substance that is diffusing within a porous solid. In that case,  represents the
mass of the substance that is diffused per unit area per unit time through a surface,
u denotes concentration (the mass of the diffusing substance per unit volume of
the solid), and K is the coefficient of diffusion. Since the mass of the substance
entering the element of volume in Fig. 15 per unit time is  x y z ut , one can
write Q = 0 in the derivation of equation (6) and replace the product σδ in
that derivation by unity to see that the concentration u satisfies the diffusion

equation

ut = K∇2u.(8)

A function u = u(x, y, z) that is continuous, together with its partial deriva-
tives of the first and second order, and satisfies Laplace’s equation (5) is called a
harmonic function.We have seen in this section that the steady-state temperatures
at points interior to a solid body in which no heat is generated are represented
by a harmonic function. The steady-state concentration of a diffusing substance is
also represented by such a function.

Among the many physical examples of harmonic functions, the velocity po-
tential for the steady-state irrotational motion of an incompressible fluid is promi-
nent in hydrodynamics and aerodynamics. An important harmonic function in
electric field theory is the electrostatic potential V(x, y, z) in a region of space
that is free of electric charges. The potential may be caused by a static distribution
of electric charges outside that region. The fact thatV is harmonic is a consequence
of the inverse-square law of attraction or repulsion between charges. Likewise,
gravitational potential is a harmonic function in regions of space not occupied by
matter.

In this book, the physical problems involving the laplacian, and Laplace’s
equation in particular, are limited mostly to those for which the differential equa-
tions are derived in this chapter. Derivations of such differential equations in
other areas of applied mathematics can be found in books on hydrodynamics,
elasticity, vibrations and sound, electric field theory, potential theory, and other
branches of continuum mechanics. A number of such books are listed in the
Bibliography.
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PROBLEMS

1. Let u = u(x, y, z, t) denote temperatures in a solid body throughout which there is a
uniform heat source. Derive the heat equation

ut = k∇2u+ q0

for those temperatures, where the constants k and q0 are the same ones as in equa-
tion (5), Sec. 22.

Suggestion: Modify the derivation of equation (5), Sec. 22, by also considering
the net rate of heat entering the element in Fig. 15 (Sec. 22) through the faces parallel
to the xz and xy planes. Since the faces are small, one may consider the needed flux
at points on a given face to be constant over that face. Thus, for instance, the net
rate of heat entering the element through the faces parallel to the xz plane is to be
taken as

K [uy(x, y+ y, z, t)− uy(x, y, z, t)] x z.

2. Suppose that the thermal coefficients K and σ (Sec. 22) are functions of x, y, and z.
Modify the derivation in Problem 1 to show that the heat equation takes the form

σδut = (Kux)x + (Kuy)y + (Kuz)z

in a domain where all functions and derivatives involved are continuous and where
there is no heat generated.

3. Show that the substitution τ = kt can be used to write the two-dimensional heat
equation

ut = k(uxx + uyy)

in the form

uτ = uxx + uyy,

where the thermal diffusivity is unity.
Suggestion: Note that

∂u

∂t
= ∂u

∂τ

dτ

dt
.

4. Show that the physical dimensions of thermal diffusivity k (Sec. 22) are L2T−1, where
Ldenotes length and T time.

Suggestion: Observe first that the dimensions of thermal conductivity K and
specific heat σ are AL−1T−1B−1 and AM−1B−1, respectively, where M denotes mass,
A is quantity of heat, and B is temperature. Then recall that k = K/(σδ), where δ is
density (ML−3).

24. LAPLACIAN IN CYLINDRICAL AND
SPHERICAL COORDINATES

We recall (Sec. 23) that the heat equation, and also Laplace’s equation, can be
written in terms of the laplacian

∇2u = uxx + uyy + uzz.(1)

Often, because of the geometric configuration of the physical problem, it is more
convenient to use the laplacian in other than the rectangular coordinates x, y,
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and z. In this section, we give expressions for ∇2u in two different coordinate
systems already encountered in calculus. These alternative forms of ∇2u will then
be derived in Sec. 25, where it is assumed that u possesses continuous partial
derivatives of the first and secondorderswith respect to the independent variables.

(i) Cylindrical Coordinates
The cylindrical coordinates ρ, φ, and z determine a point P(ρ, φ, z), shown in
Fig. 16. Cylindrical and rectangular coordinates evidently share the coordinate z.
Also, ρ and φ are the polar coordinates in the xy plane of the projection Q of P

onto that plane.†

yz

Q

 
 

x

z

O

P( ,  , z)

FIGURE 16

We shall show in Sec. 25 that the laplacian of u in cylindrical coordinates is

∇2u = uρρ +
1

ρ
uρ +

1

ρ2
uφφ + uzz.(2)

Note how one can group the first two terms in this expression to write

∇2u = 1

ρ
(ρuρ)ρ +

1

ρ2
uφφ + uzz.(3)

When u is independent of z, so that u = u(ρ, φ), expression (2) becomes the
two-dimensional laplacian of u in polar coordinates:

∇2u = uρρ +
1

ρ
uρ +

1

ρ2
uφφ.(4)

Laplace’s equation ∇2u = 0 in polar coordinates can, therefore, be written in the
form

ρ2uρρ + ρuρ + uφφ = 0.(5)

Also, it follows from expression (2) that when temperatures u in a solid body vary
only with ρ and time t , and not with the space variables φ and z, the heat equation

†In calculus, the symbols r and θ are often used instead of ρ and φ, but the notation used here is

common in physics and engineering. The notation for spherical coordinates, appearing later in this

section, may also differ somewhat from that learned in calculus.
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ut = k∇2u becomes

ut = k

 
uρρ +

1

ρ
uρ

 
.(6)

Equations (5) and (6) will be of particular interest in the applications. Another
special case that will be used later on occurs when the function u in the laplacian
(2) is independent of φ, in which case the term containing uφφ vanishes.

(ii) Spherical Coordinates
The spherical coordinates r , φ, and θ of a point P(r, φ, θ) are shown in Fig. 17.
Note that the coordinate φ is common to spherical and cylindrical coordinates.

y

Q

r sin  

r

 

 

x

z

O

P(r,  ,  )

FIGURE 17

It will be shown in Sec. 25 that the laplacian of u in spherical coordinates is

∇2u = urr +
2

r
ur +

1

r2 sin2 θ
uφφ +

1

r2
uθθ +

cot θ

r2
uθ .(7)

Other forms of this expression are

∇2u = 1

r
(ru)rr +

1

r2 sin2 θ
uφφ +

1

r2 sin θ
(sin θ uθ )θ(8)

and

∇2u = 1

r2

 
r2ur

 
r
+ 1

r2 sin2 θ
uφφ +

1

r2 sin θ
(sin θ uθ )θ .(9)

Some of our applications later onwill involve Laplace’s equation∇2u= 0 in spher-
ical coordinates when u is independent of φ. According to expression (8), that
equation can then be written

r(ru)rr +
1

sin θ
(sin θ uθ )θ = 0.(10)

The reader who wishes to accept expressions (2) and (7) without derivation
can at this time pass directly to Sec. 26.
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25. DERIVATIONS

In deriving expressions for the laplacian in cylindrical and spherical coordinates
that were stated in Sec. 24, we consider first the cylindrical coordinates ρ, φ, and z.

(i) Cylindrical Coordinates
One can see from Fig. 16 in Sec. 24 that the cylindrical coordinates ρ, φ, and z are
related to the rectangular coordinates x, y, and z by the equations

x = ρ cosφ, y = ρ sinφ, z= z,(1)

as well as the ones

ρ =
 

x2 + y2, φ = tan−1
y

x
, z= z,(2)

where the quadrant to which the angle φ belongs is determined by the signs of x

and y, not by the ratio y/x alone.
Let u denote a function of x, y, and z. Then, in view of relations (1), it is also

a function of the three independent variables ρ, φ, and z. If u is continuous and
possesses continuous partial derivatives of the first and secondorder, the following
method, based on the chain rule for differentiating composite functions, can be
used to express the laplacian

∇2u = ∂
2u

∂x2
+ ∂

2u

∂y2
+ ∂

2u

∂z2
(3)

in terms of ρ, φ, and z.
Since

∂u

∂x
= ∂u

∂ρ

∂ρ

∂x
+ ∂u

∂φ

∂φ

∂x
+ ∂u

∂z

∂z

∂x
,

it follows from relations (2) that

∂u

∂x
= ∂u

∂ρ

x 
x2 + y2

− ∂u

∂φ

y

x2 + y2
+ ∂u

∂z
· 0

= x

ρ

∂u

∂ρ
− y

ρ2

∂u

∂φ
.

Hence, by relations (1),

∂u

∂x
= cosφ

∂u

∂ρ
− sinφ

ρ

∂u

∂φ
.(4)

Replacing the function u in equation (4) by ∂u/∂x, we see that

∂2u

∂x2
= cosφ

∂

∂ρ

 
∂u

∂x

 
− sinφ

ρ

∂

∂φ

 
∂u

∂x

 
.(5)

We may now use expression (4) to substitute for the derivative ∂u/∂x appearing
on the right-hand side of equation (5):

∂2u

∂x2
= cosφ

∂

∂ρ

 
cosφ

∂u

∂ρ
− sinφ

ρ

∂u

∂φ

 
− sinφ

ρ

∂

∂φ

 
cosφ

∂u

∂ρ
− sinφ

ρ

∂u

∂φ

 
.
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By applying rules for differentiating differences and products of functions and
using the relation

∂2u

∂ρ∂φ
= ∂2u

∂φ ∂ρ
,

which is ensured by the continuity of the partial derivatives, we find that

∂2u

∂x2
= cos2 φ

∂2u

∂ρ2
− 2 sinφ cosφ

ρ

∂2u

∂φ ∂ρ
+ sin2 φ

ρ2

∂2u

∂φ2
(6)

+ sin2 φ

ρ

∂u

∂ρ
+ 2 sinφ cosφ

ρ2

∂u

∂φ
.

In the same way, one can show that

∂u

∂y
= y

ρ

∂u

∂ρ
+ x

ρ2

∂u

∂φ
,(7)

or

∂u

∂y
= sinφ

∂u

∂ρ
+ cosφ

ρ

∂u

∂φ
,(8)

and also that

∂2u

∂y2
= sin2 φ

∂2u

∂ρ2
+ 2 sinφ cosφ

ρ

∂2u

∂φ ∂ρ
+ cos2 φ

ρ2

∂2u

∂φ2
(9)

+ cos2 φ

ρ

∂u

∂ρ
− 2 sinφ cosφ

ρ2

∂u

∂φ
.

By adding corresponding sides of equations (6) and (9), we arrive at

∂2u

∂x2
+ ∂

2u

∂y2
= ∂

2u

∂ρ2
+ 1

ρ

∂u

∂ρ
+ 1

ρ2

∂2u

∂φ2
.(10)

Since cylindrical and rectangular coordinates share the coordinate z, it follows
that equation (3) becomes

∇2u = ∂
2u

∂ρ2
+ 1

ρ

∂u

∂ρ
+ 1

ρ2

∂2u

∂φ2
+ ∂

2u

∂z2
(11)

in cylindrical coordinates. This is, of course, the same as expression (2) in Sec. 24.

(ii) Spherical Coordinates
As for the spherical coordinates r, φ, and θ , Fig. 17 in Sec. 24 shows that they are
related to the rectangular coordinates x, y, and z as follows:

x = r sin θ cosφ, y = r sin θ sinφ, z= r cos θ.(12)

Spherical and cylindrical coordinates are, moreover, related by the equations

z= r cos θ, ρ = r sin θ, φ = φ.(13)

Expression (11) for ∇2u in cylindrical coordinates can be transformed into
spherical coordinates quite readily by means of the proper interchange of letters,
without any further application of the chain rule. This is accomplished in three
steps, described below.
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First, we observe that except for the names of the variables involved, re-
lations (13) are the same as relations (1) connecting cylindrical and rectangular
coordinates. Since relations (1) gave us expressions (8) and (10), it follows imme-
diately, then, that

∂u

∂ρ
= sin θ

∂u

∂r
+ cos θ

r

∂u

∂θ
(14)

and

∂2u

∂z2
+ ∂

2u

∂ρ2
= ∂

2u

∂r2
+ 1

r

∂u

∂r
+ 1

r2
∂2u

∂θ2
.(15)

Next, we note how the second of relations (13) and equation (14) enable us
to write

1

ρ

∂u

∂ρ
+ 1

ρ2

∂2u

∂φ2
= 1

r

∂u

∂r
+ cot θ

r2
∂u

∂θ
+ 1

r2 sin2 θ

∂2u

∂φ2
.(16)

Finally, we rearrange terms in expression (11) for ∇2u in cylindrical coordi-
nates and write

∇2u =
 
∂2u

∂z2
+ ∂

2u

∂ρ2

 
+

 
1

ρ

∂u

∂ρ
+ 1

ρ2

∂2u

∂φ2

 
.(17)

Using equations (15) and (16) to substitute for the sums in parentheses here, we
arrive at the expression

∇2u = ∂
2u

∂r2
+ 2

r

∂u

∂r
+ 1

r2 sin2 θ

∂2u

∂φ2
+ 1

r2
∂2u

∂θ2
+ cot θ

r2
∂u

∂θ
,(18)

which is the same as expression (7), Sec. 24, for ∇2u in spherical coordinates.

PROBLEMS

1. In Sec. 24, show how expressions (8) and (9) for ∇2u in spherical coordinates follow
from expression (7).

2. Derive expressions (8) and (9) in Sec. 25 for

∂u

∂y
and

∂2u

∂y2

in cylindrical coordinates.
3. We saw in Sec. 24 how the laplacian in cylindrical coordinates reduces to the two-
dimensional laplacian

∇2u = uρρ +
1

ρ
uρ +

1

ρ2
uφφ

in polar coordinates when u = u(ρ, φ) is independent of z. Follow the steps below to
show how that two-dimensional laplacian also follows from the laplacian

∇2u = urr +
2

r
ur +

1

r 2 sin2 θ
uφφ +

1

r 2
uθθ +

cot θ

r 2
uθ

in spherical coordinates that was stated in Sec. 24.†

†The method used here is from a note, using slightly different notation, by the first author and F. Farris

in Math. Mag., vol. 59, no. 4, pp. 227–229, 1986.
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(a) Recall equations (13), Sec. 25, which relate spherical and cylindrical coordinates:

z= r cos θ, ρ = r sin θ, φ = φ.
Then, assuming that ∂u/∂z= 0, use the chain rule to show that

∂u

∂θ
= ∂u

∂z

∂z

∂θ
+ ∂u

∂ρ

∂ρ

∂θ
+ ∂u

∂φ

∂φ

∂θ
= ∂u

∂ρ
r cos θ.

(b) Use the final result in part (a) to show that

∂2u

∂θ 2
= r

∂

∂θ

 
∂u

∂ρ
cos θ

 
= ∂

2u

∂ρ2
r 2 cos2 θ − ∂u

∂ρ
r sin θ.

Then set θ = π/2 and r = ρ to express the derivative ∂2u/∂θ2 in cylindrical
coordinates:

∂2u

∂θ 2
= −ρ ∂u

∂ρ
.

(c) With the aid of the final result in part (b) and continuing to set θ = π/2 and r = ρ,
finish this derivation of the two-dimensional laplacian in polar coordinates that is
stated at the beginning of the problem.

26. BOUNDARY CONDITIONS

Equations that describe thermal conditions on the surfaces of a solid body must
accompany the heat or Laplace’s equation if we are to determine the temperature
function uwithin the body. Three types of such boundary conditions are described
and illustrated below. It should be emphasized that when a surface S is mentioned,
S is often only one of the surfaces of the solid; but it is possible that there is only
one surface, as in the case of a solid sphere.

(i) Prescribed Temperatures
Temperatures on a surface may be prescribed. They are often constant temper-
atures but can be time-dependent, as will be the case in the next section. Stated
initial temperatures throughout the body are also considered to be boundary
conditions.

(ii) Constant Flux, Insulation
Conditions on surfaces may be other than just prescribed temperatures. Suppose,
for example, that the flux into the solid at points on a surface S is some constant
 0. That is, at each point P on S, we know that  0 units of heat per unit area per
unit time flow across S in the direction opposite to an outward unit normal vector
n at P. From Fourier’s law (1) in Sec. 22, we know that if du/dn is the directional
derivative of u at P in the direction of n, the flux into the solid across S at P is the
value of Kdu/dn there. Hence

K
du

dn
=  0(1)

on the surface S. Observe that if S is perfectly insulated,  0 = 0 at points on S

and condition (1) becomes

du

dn
= 0.(2)
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(iii) Newton’s Law of Cooling
There may be surface heat transfer between a boundary surface S and a medium
whose temperature is a constant T. The inward flux , which can be negative, may
then vary from point to point on S; and we assume that at each point P, the flux
is proportional to the difference between the temperature of the medium and the
temperature at P. Under this assumption, which is sometimes calledNewton’s law

of cooling, there is a positive constant H, known as the surface conductance of the
material, such that  = H(T − u) at points on S. Condition (1) is then replaced
by the condition

K
du

dn
= H(T − u),

or

du

dn
= h(T − u)

 
h = H

K

 
.(3)

The constant h is, of course, positive.

EXAMPLE1. Consider a semi-infinite slab occupying the region 0 ≤ x ≤ c,
y ≥ 0 of three-dimensional space. Figure 18 shows the cross section of the slab in
the xy plane. Suppose that there is a constant flux 0 into the slab at points on the
face in the plane x = 0 and that there is surface heat transfer (possibly inward)
between the face in the plane x = c and a medium at temperature zero. Also, the
surface in the plane y = 0 is insulated. Since

du

dn
= −∂u

∂x
and

du

dn
= ∂u

∂x

on the faces in the planes x = 0 and x = c, respectively, a temperature function
u = u(x, y, z, t) evidently satisfies the boundary conditions

−Kux(0, y, z, t) =  0, ux(c, y, z, t) = −hu(c, y, z, t).

The insulated surface gives rise to the boundary condition uy(x, 0, z, t) = 0.

y

0 

x   c

xO

 0

FIGURE 18

EXAMPLE 2. Let u denote temperatures in a long rod, parallel to the z

axis, whose cross section in the xy plane is the sector 0 ≤ ρ ≤ 1, 0 ≤ φ ≤ π/2 of a
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disk (Fig. 19). We assume that u is independent of the cylindrical coordinate z, so
that u = u(ρ, φ), and that the rod is insulated on its planar surfaces, where φ = 0
and φ = π/2. Evidently,

∂u

∂y
= 0 when y = 0 and

∂u

∂x
= 0 when x = 0.

Also, in view of the transformation equations x= ρ cosφ and y= ρ sinφ (Sec. 25),
the chain rule tells us that

∂u

∂φ
= ∂u

∂x

∂x

∂φ
+ ∂u

∂y

∂y

∂φ
= −y

∂u

∂x
+ x

∂u

∂y
.

Consequently, u must satisfy the boundary conditions

uφ(ρ, 0) = 0, uφ

 
ρ,
π

2

 
= 0 (0 < ρ < 1).

O x

y

    1

FIGURE 19

27. DUHAMEL’S PRINCIPLE

Boundary value problems in heat conduction can have boundary conditions that
are time-dependent.Wepresentherea special caseof a result, knownasDuhamel’s

principle, that is often useful in solving boundary value problems involving such
conditions. Suppose that a function= u(P, t) satisfies the heat equationut = k∇2u
at each point P in the interior of a region throughout which the initial temperature
is zero. Also, suppose that u = F(t) on a portion S of the boundary of the region
and that u = 0 on the remaining part S (see Fig. 20). The boundary value problem
for u = u(P, t) is then

ut = k∇2u, u(P, 0) = 0,(1)

u(P, t) = F(t) on S, u(P, t) = 0 on S .(2)

u   F(t)

u   0

S

S 

u (P, 0)   0

FIGURE 20
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For simplicity here, we assume that F(t) is continuous and differentiable when
t ≥ 0 and that F(0) = 0. Our special case of Duhamel’s principle tells us that if
v = v(P, t) satisfies the related boundary value problem

vt = k∇2v, v(P, 0) = 0,(3)

v(P, t) = 1 on S, v(P, t) = 0 on S ,(4)

then

u(P, t) =
 t

0

F(τ ) vt (P, t − τ)dτ.(5)

Note that the boundary value problem for v(P, t) is obtained from the one for
u(P, t) by replacing F(t) by unity.†

To obtain expression (5), we assume that t > 0 and consider a subdivision
(see Fig. 21)

0 = τ0 < τ1 < τ2 < τ3 < · · · < τn−1 < τn = t

of the interval from 0 to t . We then approximate the function F(t) by the step
function described by means of the dashed line segments and solid dots in Fig. 21.

F (t)

 1  2  3  n 1…  n   t 0   0 t

FIGURE 21

Keeping in mind that F(τ0) = 0, we observe that just after time t = τ1, the
temperature u(P, t) is approximately

[F(τ1)− F(τ0)] v(P, t − τ1).
Just after the time t has passed t = τ2, the approximation of u(P, t) becomes

[F(τ1)− F(τ0)] v(P, t − τ1)+ [F(τ2)− F(τ1)] v(P, t − τ2).

†The derivation that we shall give here is essentially Duhamel’s and appears in, for example, the books

by Carslaw and Jaeger (1986), Hildebrand (1976), and Arpaci (1966), all of which are listed in the

Bibliography. The paper by Bartels and Churchill (1942) and the book by Churchill (1972), also listed,

use Laplace transforms to establish a more general form of Duhamel’s principle that is applicable to

other types of time-dependent boundary conditions. The book by Churchill also adapts Duhamel’s

principle to boundary value problems in mechanical vibrations.
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The sum here is a reasonable approximation because of the linearity of the pro-
blem in u(P, t). Continuing in this way, we arrive at the approximation

u(P, t)
.=

n 
k=1

[F(τk)− F(τk−1)] v(P, t − τk).(6)

Now, according to the mean value theorem for derivatives in calculus, there
exists a point τ ∗k in each subinterval τk−1 < τ ∗k < τk such that

F(τk)− F(τk−1) = F  (τ ∗k ) τk,

where  τk = τk − τk−1(k= 1, 2, . . . ,n). Hence approximation (6) can be written

u(P, t)
.=

n 
k=1

F  (τ ∗k )v(P, t − τk) τk.(7)

According to the definition of definite integral, then, approximation (7) becomes

u(P, t) =
 t

0

F  (τ )v(P, t − τ) dτ(8)

as the τk tend to zero. Even though the two points τk and τ
∗
k appearing in approx-

imation (7) may not be the same, thinking of them as the same can be justified.†

Finally, it is straightforward (Problem 9) to use integration by parts to obtain
expression (5) from expression (8).

EXAMPLE. In order to illustrate the use of Duhamel’s principle, we turn
now to a temperature problem involving an infinite slab occupying the region
0 ≤ x ≤ π in three-dimensional space. The problem consists of the heat equation

ut (x, t) = kuxx(x, t) (0 < x < π, t > 0)(9)

and the boundary conditions

u(0, t) = 0, u(π, t) = F(t), and u(x, 0) = 0,(10)

where F(t) is as stated just after conditions (2).
Inasmuch as the second of conditions (10) is time-dependent, we consider

the related boundary value problem

vt (x, t) = kvxx(x, t) (0 < x < π, t > 0),(11)

v(0, t) = 0, v(π, t) = 1, and v(x, 0) = 0.(12)

Anticipating a solution of a problem to be solved in Example 2, Sec. 39, namely
solution (15) there, we know that

v(x, t) = 1

π

 
x + 2

∞ 
n=1

(−1)n
n

e−n2kt sin nx

 
.

†See, for instance, p. 546 of the book by Taylor and Mann (1983) or pp. 984–985 of the one by Kaplan

and Lewis (1971), both of which are listed in the Bibliography.
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Hence, in view of Duhamel’s principle,

u(x, t) =
 t

0

F(τ )vt (x, t − τ)dτ =
 t

0

F(τ )

 
2

π

∞ 
n=1
(−1)n+1nke−n2k(t−τ) sin nx

 
dτ.

That is,

u(x, t) = 2k

π

∞ 
n=1
(−1)n+1n sin nx

 t

0

F(τ )e−n2k(t−τ)dτ .(13)

PROBLEMS

1. Letu(x)denote the steady-state temperatures in a slabboundedby theplanes x = 0and
x = c when those faces are kept at fixed temperatures u = 0 and u = u0, respectively.
Set up the boundary value problem for u(x) and solve it to show that

u(x) = u0

c
x and  0 = K

u0

c
,

where  0 is the flux of heat to the left across each plane x = x0 (0 ≤ x0 ≤ c).

2. A slab occupies the region 0 ≤ x ≤ c. There is a constant flux of heat  0 into the slab
through the face x = 0. The face x = c is kept at temperature u = 0. Set up and solve
the boundary value problem for the steady-state temperatures u(x) in the slab.

Answer: u(x) =  0

K
(c − x).

3. Let a slab 0 ≤ x ≤ c be subjected to surface heat transfer, according to Newton’s law
of cooling, at its faces x = 0 and x = c, the surface conductance H being the same on
each face. Show that if the medium x < 0 has temperature zero and the medium x > c

has the constant temperature T, then the boundary value problem for steady-state
temperatures u(x) in the slab is

u  (x) = 0 (0 < x < c),

Ku (0) = Hu(0), Ku (c) = H [T − u(c)],

where K is the thermal conductivity of the material in the slab. Write h =H/K and
derive the expression

u(x) = T

hc + 2 (hx + 1)

for those temperatures.

4. Let u(r) denote the steady-state temperatures in a solid bounded by two concentric
spheres r = a and r = b (a < b) when the inner surface r = a is kept at temperature
zero and the outer surface r = b is maintained at a constant temperature u0. Show why
Laplace’s equation for u = u(r) reduces to

d 2

dr 2
(ru) = 0,

and then derive the expression

u(r) = bu0

b− a

 
1− a

r

 
(a ≤ r ≤ b).

Sketch the graph of u(r) versus r .

5. In Problem 4, replace the condition on the outer surface r = bwith the condition that
there be surface heat transfer into a medium at constant temperature T according to
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Newton’s law of cooling. Then obtain the expression

u(r) = hb2T

a + hb(b− a)

 
1− a

r

 
(a ≤ r ≤ b)

for the steady-state temperatures, where h is the ratio of the surface conductance H to
the thermal conductivity K of the material.

6. A slender wire lies along the x axis, and surface heat transfer takes place along the
wire into the surrounding medium at a fixed temperature T. Modify the procedure in
Sec. 22 to show that if u = u(x, t) denotes temperatures in the wire, then

ut = kuxx + b(T − u),

where b is a positive constant.
Suggestion: Let r denote the radius of the wire, and apply Newton’s law of

cooling to see that the quantity of heat entering the element in Fig. 22 through its
cylindrical surface per unit time is approximately H [T − u(x, t)] 2πr  x.

xx

 x

x    x

T 0

T 0

FIGURE 22

7. Show that the special case

ut = kuxx − bu

of the differential equation derived in Problem 6 can be transformed into the one-
dimensional heat equation (Sec. 22)

vt = kvxx

with the substitution u(x, t) = e−btv(x, t).

8. Suppose that temperatures u in a solid hemisphere r ≤ 1, 0 ≤ θ ≤ π/2 are independent
of the spherical coordinate φ, so that u = u(r, θ), and that the base of the hemisphere
is insulated (Fig. 23). Use transformation (13), Sec. 25, which relates spherical and
cylindrical coordinates, to show that

∂u

∂θ
= −ρ ∂u

∂z
+ z

∂u

∂ρ
.

z

r   1

O

FIGURE 23
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Thus show that u must satisfy the boundary condition

uθ

 
r,
π

2

 
= 0.

9. Use integration by parts to obtain expression (5) in Sec. 27 from expression (8) in that
section.

Suggestion: Write

U = v(P, t − τ), dV = F  (τ )dτ

and

dU = − vt (P, t − τ)dτ, V = F(τ ).

28. A VIBRATING STRING

A tightly stretched string, whose position of equilibrium is some interval on the x

axis, is vibrating in the xy plane. Each point of the string, with coordinates (x, 0) in
the equilibrium position, has a transverse displacement y = y(x, t) at time t . We
assume that the displacements y are small relative to the length of the string, that
slopes are small, and that other conditions are such that the movement of each
point is parallel to the y axis. Then, at time t , a point on the string has coordinates
(x, y), where y = y(x, t).

Let the tension of the string be great enough that the string behaves as if it
were perfectly flexible. That is, at a point (x, y) on the string, the part of the string
to the left of that point exerts a force T, in the tangential direction, on the part to
the right (see Fig. 24); and any resistance to bending at the point is to be neglected.
The magnitude of the x component of the tensile force T is denoted by H. Our
final assumption here is that H is constant. That is, the variation of Hwith respect
to x and t can be neglected.

y

H H(x, y)

T
V(x, t)

V(x    x, t)

O x x    x

 x

 

 

x

S

FIGURE 24

These idealizing assumptions are severe, but they are justified in many
applications. They are adequately satisfied, for instance, by strings of musical
instruments under ordinary conditions of operation. Mathematically, the assump-
tions will lead us to a partial differential equation in y(x, t) that is linear.

Now let V(x, t) denote the y component of the tensile force T exerted by
the left-hand portion of the string on the right-hand portion at the point (x, y).
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We see from Fig. 24 that V is negative when T is downward. It is, on the other
hand, positive when T is upward. In the next paragraph we shall show that the y

component V(x, t) of the force exerted at time t by the part of the string to the left

of a point (x, y) on the part to the right is given by the equation

V(x, t) = −Hyx(x, t) (H > 0),(1)

which is basic for deriving the equation of motion of the string. Equation (1) is
also used in setting up certain types of boundary conditions.

To establish expression (1), we note that if α is the angle of inclination of the
string at the point (x, y) at time t , then

−V(x, t)

H
= tanα = yx(x, t).

This is indicated in Fig. 24, where V(x, t) < 0 and yx(x, t) > 0. If V(x, t) > 0, then
π/2 < α < π and yx(x, t) < 0; and a similar sketch shows that

V(x, t)

H
= tan(π − α) = −tanα = −yx(x, t).

Hence expression (1) continues to hold. Note, too, that V(x, t)= 0 when
yx(x, t) = 0.

Suppose that all external forces such as theweight of the string and resistance
forces, other than forces at the endpoints, can be neglected. Consider a segment
of the string not containing an endpoint and whose projection onto the x axis has
length  x. Since x components of displacements are negligible, the mass of the
segment is δ x, where the constant δ is the mass per unit length of the string.
At time t , the y component of the force exerted by the string on the segment at
the left-hand end (x, y) is V(x, t), given by equation (1). The tangential force S

exerted on the other end of the segment by the part of the string to the right is also
indicated in Fig. 24. Its y component V(x + x, t) evidently satisfies the relation

V(x + x, t)

H
= tanβ,

where β is the angle of inclination of the string at that other end. That is,

V(x + x, t) = Hyx(x + x, t) (H > 0).(2)

Note that except for a minus sign, this is equation (1) when the argument x there
is replaced by x + x.

Now the acceleration of the end (x, y) in the y direction is ytt (x, t). Conse-
quently, byNewton’s second law ofmotion (mass times acceleration equals force),
it follows from equations (1) and (2) that

δ x ytt (x, t) = −Hyx(x, t)+ Hyx(x + x, t),(3)

approximately, when  x is small. This suggests that we write

ytt (x, t) =
H

δ
· yx(x + x, t)− yx(x, t)

 x
;
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and as  x tends to zero,

ytt (x, t) = a2yxx(x, t)

 
a2 = H

δ

 
(4)

whenever these partial derivatives exist. This is the one-dimensional wave equa-

tion, satisfiedby the transverse displacements y(x, t) in a stretched string under the
conditions stated above. The constant a has the physical dimensions of velocity.

One can choose units for the time variable so that a = 1 in thewave equation.
More precisely, if we make the substitution τ = at , the chain rule shows that

∂y

∂t
= a

∂y

∂τ
and

∂2y

∂t2
= a

∂

∂τ

 
a
∂y

∂τ

 
= a2

∂2y

∂τ 2
.

Equation (4) then becomes yττ = yxx. (A similar observation was made in Prob-
lem 3, Sec. 23, with regard to the heat equation.)

When external forces parallel to the y axis act along the string, we let F

denote the force per unit length of the string, the positive sense of F being that of
the y axis. Then a term F  xmust be added on the right-hand side of equation (3),
and the equation of motion is

ytt (x, t) = a2yxx(x, t)+
F

δ
.(5)

In particular, with the y axis vertical and its positive sense upward, suppose that
the external force consists of theweight of the string. Then F x = −δ x g, where
the positive constant g is acceleration due to gravity; and equation (5) becomes the
linear nonhomogeneous equation

ytt (x, t) = a2yxx(x, t)− g.(6)

In equation (5), F may be a function of x, t, y, or derivatives of y. If the
external force per unit length is a damping force proportional to the velocity in
the y direction, for example, F is replaced by−Byt , where the positive constant B

is a damping coefficient. Then the equation of motion is linear and homogeneous:

ytt (x, t) = a2yxx(x, t)− byt (x, t)

 
b = B

δ

 
.(7)

If an end x = 0 of the string is kept fixed at the origin at all times t ≥ 0, the
boundary condition there is clearly

y(0, t) = 0 (t ≥ 0).(8)

But if the end is permitted to slide along the y axis and is moved along that axis
with a displacement f (t), the boundary condition is the linear nonhomogeneous
one

y(0, t) = f (t) (t ≥ 0).(9)

Suppose that the left-hand end is attached to a ring which can slide along the
y axis. When a force F(t) (t > 0) in the y direction is applied to that end, F(t) is
the limit, as x tends to zero through positive values, of the force V(x, t) described
earlier in this section. According to equation (1), the boundary condition at x = 0
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is then

−Hyx(0, t) = F(t) (t > 0).

The minus sign disappears, however, if x= 0 is the right-hand end, in view of
equation (2).

PROBLEMS

1. A stretched string, with its ends fixed at the points 0 and 2c on the x axis, hangs at rest
under its own weight. The y axis is directed vertically upward. Point out how it follows
from the nonhomogeneous wave equation (6), Sec. 28, that the static displacements
y(x) of points on the string must satisfy the differential equation

a2y  (x) = g

 
a2 = H

δ

 
on the interval 0 < x < 2c, in addition to the boundary conditions

y(0) = 0, y(2c) = 0.

By solving this boundary value problem, show that the string hangs in the parabolic
arc

(x − c)2 = 2a2

g

 
y+ gc2

2a2

 
(0 ≤ x ≤ 2c)

and that the depth of the vertex of the arc varies directly with c2 and δ and inversely
with H.

2. Use expression (1), Sec. 28, for the vertical force V and the equation of the arc in which
the string in Problem 1 lies to show that the vertical force exerted on that string by
each support is δcg, one-half the weight of the string.

3. Give the needed details in the derivation of equation (5), Sec. 28, for the forced vibra-
tions of a stretched string.

4. The physical dimensions of the magnitude H of the x component of the tensile force in
a string are those of mass times acceleration:MLT−2, where M denotes mass, L length,
and T time. Show that since a2 = H/δ, the constant a has the dimensions of velocity:
LT−1.

5. A strand of wire 1 ft long, stretched between the origin and the point 1 on the x axis,
weighs 0.032 lb (δg = 0.032, g = 32 ft/s2) and H = 10 lb. At the instant t = 0, the strand
lies along the x axis but has a velocity of 1 ft/s in the direction of the y axis, perhaps
because the supports were inmotion andwere brought to rest at that instant. Assuming
that no external forces act along the wire, state why the displacements y(x, t) should
satisfy this boundary value problem:

ytt (x, t) = 104yxx(x, t) (0 < x < 1, t > 0),

y(0, t) = y(1, t) = 0, y(x, 0) = 0, yt (x, 0) = 1.

29. VIBRATIONS OF BARS
ANDMEMBRANES

Wedescribe here two other types of vibrations for which the displacements satisfy
wave equations. We continue to limit our attention to fairly simple phenomena.
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(i) Vibrations of Elastic Bars
Let the coordinate x denote distances from one end of an elastic bar, in the
shape of a cylinder or prism, to other cross sections when the bar is unstrained.
Displacements of the ends, initial displacements, and velocities in the bar, all di-
rected lengthwise along it and uniform over each cross section involved, cause the
sections to move parallel to the x axis. At time t , the longitudinal displacement
of the section at a point x is denoted by y(x, t). Thus the origin of the displace-
ment y of the section at x is in a fixed coordinate system outside of the bar, in the
plane of the unstrained position of that section (Fig. 25).

y(x, t)

x xO x    x

 x

FIGURE 25

At the same time, a neighboring section, labeled x +  x in Fig. 25 and to
the right of the section at x, has a displacement y(x +  x, t). The element of
the bar with natural length  x is, then, stretched or compressed by the amount
y(x + x, t) − y(x, t). We assume that such an extension or compression of the
element satisfies Hooke’s law and that the effect of the inertia of the moving
element is negligible. Hence the force exerted on the section at x by the part of
the bar to the left of that section is

−AE
y(x + x, t)− y(x, t)

 x
,

where A is the area of each cross section, the positive constant E is Young’s

modulus of elasticity, and the ratio shown represents the relative change in the
length of the element. As  x tends to zero, it follows that the longitudinal force
F(x, t) exerted on the element at its left-hand end is given by the basic equation

F(x, t) = −AEyx(x, t).(1)

Similarly, the force on the right-hand end is

F(x + x, t) = AEyx(x + x, t).(2)

Let the constant δ denote the mass per unit volume of the material. Then,
applying Newton’s second law to the motion of an element of the bar of length
 x, we may write

δA x ytt (x, t) = −AEyx(x, t)+ AEyx(x + x, t).(3)

We find, after dividing by δA x and letting  x tend to zero, that

ytt (x, t) = a2yxx(x, t)

 
a2 = E

δ

 
.(4)

Thus the longitudinal displacements y(x, t) in an elastic bar satisfy the wave
equation (4) when no external longitudinal forces act on the bar, other than at
the ends.We have assumed that displacements are small enough that Hooke’s law
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applies and that sections remain planar after being displaced. The elastic bar here
may be replaced by a column of air, in which case equation (4) has applications in
the theory of sound.

The boundary condition y(0, t) = 0 signifies that the end x = 0 of the bar is
held fixed. If, instead, the end x = 0 is free when t > 0, then no force acts at that
end; that is, F(0, t) = 0 and, in view of equation (1),

yx(0, t) = 0 (t > 0).(5)

(ii) Vibrations of Membranes
Turning to another type of vibration,we let z(x, y, t)denote small displacements in
the zdirection, at time t , of points on a flexible membrane that is tightly stretched
over a horizontal frame. In the equilibrium position, a point on the membrane has
coordinates (x, y) in the xy plane. The plane through that point and parallel to
the xz plane intersects the displaced membrane in a curve containing the points
labeled A and B in Fig. 26. By making similar constructions, we can form the
element ABCD of the membrane that is also shown in Fig. 26. The projection
of the element onto the xy plane is a small rectangle with edges of lengths  x

and  y.

(x, y)

x

z

 x

 y y

B

A

D

C

FIGURE 26

We now examine the internal tensile forces that are exerted on the element
at points of the curve AB, those forces being tangent to the element and normal
to AB. In analyzing such a force, we let H denote the magnitude per unit length

alongAB of the component parallel to the xy plane.We assume that H is constant,
regardless of what point or curve on the membrane is being discussed. In view of
expressions (1) and (2) in Sec. 28 for the forces V on the ends of a segment of a
vibrating string, we know that the force in the z direction exerted over the curve
AB is approximately −Hzy(x, y, t) x and that the corresponding force over the
curve DC is approximately Hzy(x, y +  y, t) x. Similar expressions are found
for the vertical forces exerted over AD and BC when the tensile forces on those
curves are considered. It then follows that the sum of the vertical forces exerted
over the entire boundary of the element is approximately

−Hzy(x, y, t) x + Hzy(x, y+ y, t) x

−Hzx(x, y, t) y+ Hzx(x + x, y, t) y.
(6)
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If Newton’s second law is applied to the motion of the element in the z

direction and if δ denotes the mass per unit area of the membrane, it follows
from expression (6) for the total force on the element that z(x, y, t) satisfies the
two-dimensional wave equation

ztt = a2(zxx + zyy)

 
a2 = H

δ

 
.(7)

Details of these final steps are left to the problems, where it is also shown that if
an external transverse force F(x, y, t) per unit area acts over the membrane, the
equation of motion takes the form

ztt = a2(zxx + zyy)+
F

δ
.(8)

Equation (8) arises, for example, when the zaxis is directed vertically upward and
theweight of themembrane is taken into account in the derivation of equation (7).
Then F/δ = −g, where g is acceleration due to gravity.

Fromequation (7), onecan see that the static transversedisplacements z(x, y)

of a stretched membrane satisfy Laplace’s equation (Sec. 23) in two dimensions.
Here the displacements are the result of displacements, perpendicular to the xy

plane, of parts of the frame that support the membrane when no external forces
are exerted except at the boundary.

PROBLEMS

1. The end x = 0 of a cylindrical elastic bar is kept fixed, and a constant compressive force
of magnitude F0 units per unit area is exerted at all times t > 0 over the end x = c.
The bar is initially unstrained and at rest, with no external forces acting along it. State
why the function y(x, t) representing the longitudinal displacements of cross sections
should satisfy this boundary value problem, where a2 = E/δ:

ytt (x, t) = a2yxx(x, t) (0 < x < c, t > 0),

y(0, t) = 0, Eyx(c, t) = −F0, y(x, 0) = yt (x, 0) = 0.

2. The left-hand end x = 0 of a horizontal elastic bar is elastically supported in such a way
that the longitudinal force per unit area exerted on the bar at that end is proportional
to the displacement of the end, but opposite in sign. State why the end condition there
has the form

yx(0, t) = by(0, t) (b > 0).

3. Modify the derivation of equation (4), Sec. 29, to show that

ytt (x, t) = a2yxx(x, t)+ g,

where g is acceleration due to gravity, when the bar is hung vertically and vibrates
because of its own weight.

4. Let z(ρ) represent static transverse displacements in a membrane, stretched between
the two circles ρ = 1 and ρ = ρ0 (ρ0 > 1) in the plane z = 0, after the outer support
ρ = ρ0 is displaced by a distance z= z0. State why the boundary value problem in z(ρ)
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can be written

d

dρ

 
ρ

dz

dρ

 
= 0 (1 < ρ < ρ0),

z(1) = 0, z(ρ0) = z0,

and obtain the solution

z(ρ) = z0
ln ρ

ln ρ0
(1 ≤ ρ ≤ ρ0).

5. Show that the steady-state temperatures u(ρ) in an infinitely long hollow cylinder
1 ≤ ρ ≤ ρ0,−∞ < z<∞ also satisfy the boundary value problemwritten inProblem4
if u = 0 on the inner cylindrical surface and u = z0 on the outer one. Thus, show that
Problem 4 is a membrane analogy for this temperature problem. Soap films have been
used to display such analogies.

6. Use expression (6), Sec. 29, to derive the nonhomogeneous wave equation (8),
Sec. 29, for a membrane when there is an external transverse force F(x, y, t) per
unit area acting on it. [Note that if this force is zero (F ≡ 0), the equation reduces
to equation (7), Sec. 29.]

7. Let z(x, y) denote the static transverse displacements in a membrane over which an
external transverse force F(x, y) per unit area acts. Show how it follows from the
nonhomogeneous wave equation (8), Sec. 29, that z(x, y) satisfies Poisson’s equation:

zxx + zyy + f = 0

 
f = F

H

 
.

[Compare with equation (7), Sec. 23.]

8. A uniform transverse force of F0 units per unit area acts over a membrane, stretched
between the two circles ρ = 1 and ρ = ρ0 (ρ0 > 1) in the plane z= 0. From Problem 7,
show that the static transverse displacements z(ρ) satisfy the equation

(ρz ) + f0ρ = 0

 
f0 =

F0

H

 
,

and derive the expression

z(ρ) = f0

4

 
ρ20 − 1

  ln ρ

ln ρ0
− ρ

2 − 1
ρ20 − 1

 
(1 ≤ ρ ≤ ρ0).

30. GENERAL SOLUTION
OF AWAVE EQUATION

In this section, we shall find the general solution of the one-dimensional wave
equation (Secs. 28 and 29)

ytt (x, t) = a2yxx(x, t) (−∞ < x <∞, t > 0)(1)

that can be useful in special cases.
The differential equation (1) can be simplified as follows by introducing the

new independent variables

u = x + at, v = x − at.(2)
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According to the chain rule for differentiating composite functions,

∂y

∂t
= ∂y

∂u

∂u

∂t
+ ∂y

∂v

∂v

∂t
.

That is,

∂y

∂t
= a

∂y

∂u
− a

∂y

∂v
.(3)

Replacing the function y by ∂y/∂t in equation (3) yields the expression

∂2y

∂t2
= a

∂

∂u

 
∂y

∂t

 
− a

∂

∂v

 
∂y

∂t

 
;

and using equation (3) again, this time to substitute for ∂y/∂t on the right here,
we see that

∂2y

∂t2
= a

∂

∂u

 
a
∂y

∂u
− a

∂y

∂v

 
− a

∂

∂v

 
a
∂y

∂u
− a

∂y

∂v

 
,

or

∂2y

∂t2
= a2

 
∂2y

∂u2
− 2 ∂2y

∂v ∂u
+ ∂

2y

∂v2

 
.(4)

We have, of course, assumed that

∂2y

∂u ∂v
= ∂2y

∂v ∂u
.

In like manner, one can show that (Problem 1)

∂2y

∂x2
= ∂

2y

∂u2
+ 2 ∂

2y

∂v ∂u
+ ∂

2y

∂v2
.(5)

In view of expressions (4) and (5), then, equation (1) becomes

yuv = 0(6)

with the change of variables (2).
Equation (6) can be solved by successive integrations to give yu = φ (u) and

y = φ(u)+ ψ(v),
where thearbitrary functions φ andψ are twicedifferentiable.Thegeneral solution

of the wave equation (1) is, therefore,

y(x, t) = φ(x + at)+ ψ(x − at).(7)

EXAMPLE 1. Suppose that the function y(x, t) in the wave equation (1) is
subject to the boundary conditions

y(x, 0) = f (x), yt (x, 0) = 0 (−∞ < x <∞).(8)

Physically, y(x, t) represents transverse displacements in a stretched string of
infinite length, initially released at rest from the position y = f (x).
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The boundary conditions here are simple enough that we can actually deter-
mine the functions φ and ψ in expression (7), that satisfies conditions (8) when

φ(x)+ ψ(x) = f (x) and aφ (x)− aψ  (x) = 0.

The second of these equations tells us that ψ(x) = φ(x) + C, where C is some
constant. It then follows from the first equation that

φ(x) = 1

2
[ f (x)− C] and ψ(x) = 1

2
[ f (x)+ C].

Hence expression (7) becomes

y(x, t) = 1

2
[ f (x + at)+ f (x − at)].(9)

The solution (9) of the boundary value problem consisting of equations (1)
and (8) is known as d’Alembert’s solution. It is easily verified under the assumption
that f  (x) and f   (x) exist for all x.

Note how solution (9) can be used to display the instantaneous position of
the string at time t graphically by adding ordinates of two curves, one obtained by
translating the curve

y = 1

2
f (x)(10)

to the right through the distance at and the other by translating it to the left
through the same distance. As t varies, the curve (10) moves in each direction as
a wave, with velocity a, that is often called a traveling wave.

EXAMPLE 2. In this example, we replace conditions (8) by

y(x, 0) = 0, yt (x, 0) = g(x) (−∞ < x <∞),(11)

where g(x) is integrable over any finite interval. With these conditions, the dis-
placements are initially zero and the initial velocities of points on the string are
g(x).

As in Example 1, it is easy to find the functions φ and ψ in expression (7).
To do this, we first note how it follows from conditions (11) that

φ(x)+ ψ(x) = 0, aφ (x)− aψ  (x) = g(x).(12)

Since ψ(x) = −φ(x) and
d

dx

 x

0

g(s)ds = g(x),

integration of each side of the second of equations (12) yields

2aφ(x) =
 x

0

g(s)ds + C,(13)

where C is an arbitrary constant. Because ψ(x) = −φ(x), expression (7) now
becomes

y(x, t) = 1

2a

  x+at

0

g(s)ds + C

 
− 1

2a

  x−a t

0

g(s) ds + C

 
.
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That is,

y(x, t) = 1

2a

 x+at

x−at

g(s) ds.(14)

The solutions (9) and (14) in the two examples just above can be combined
(Problem 2) to show that if

ytt (x, t) = a2yxx(x, t) (−∞ < x <∞, t > 0),(15)

y(x, 0) = f (x), yt (x, 0) = g(x) (−∞ < x <∞),(16)

then

y(x, t) = 1

2
[ f (x + at)+ f (x − at)]+ 1

2a

 x+a t

x−a t

g(s) ds.(17)

PROBLEMS

1. Show that if u = x + at and v = x − at, where a is the constant in the wave equation
(1), Sec. 30, and y(x, t) is the displacement of the string there, then

∂y

∂x
= ∂y

∂u
+ ∂y

∂v
.

Use this expression for ∂y/∂x to obtain expression (5) in Sec. 30:

∂2y

∂x2
= ∂

2y

∂u2
+ 2 ∂

2y

∂v∂u
+ ∂

2y

∂v2
.

2. Let Y(x, t) denote d’Alembert’s solution (9), Sec. 30, of the boundary value problem
solved in Example 1 in that section, and let Z(x, t) denote the solution (14) of the
related problem in Example 2 there. Verify that the sum

y(x, t) = Y(x, t)+ Z(x, t)

is a solution of the boundary value problem

ytt (x, t) = a2yxx(x, t) (−∞ < x <∞, t > 0),

y(x, 0) = f (x), yt (x, 0) = g(x) (−∞ < x <∞).

Thus, show that

y(x, t) = 1

2
[ f (x + at)+ f (x − at)]+ 1

2a

 x+at

x−at

g(s) ds

is a solution of the problem here.

3. Let y(x, t) represent transverse displacements in a long stretched string one end of
which is attached to a ring that can slide along the y axis. The other end is so far out
on the positive x axis that it may be considered to be infinitely far from the origin. The
ring is initially at the origin and is thenmoved along the y axis (Fig. 27) so that y = f (t)

when x = 0 and t ≥ 0, where f is a prescribed continuous function and f (0) = 0. We
assume that the string is initially at rest on the x axis; thus y(x, t)→ 0 as x →∞. The
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boundary value problem for y(x, t) is

ytt (x, t) = a2yxx(x, t) (x > 0, t > 0),

y(x, 0) = 0, yt (x, 0) = 0 (x ≥ 0),
y(0, t) = f (t) (t ≥ 0).

y

O at x

f (t)

FIGURE 27

(a) Apply the first two of these boundary conditions to the general solution (Sec. 30)

y(x, t) = φ(x + at)+ ψ(x − at)

of the one-dimensional wave equation to show that there is a constantC such that

φ(x) = C and ψ(x) = −C (x ≥ 0).
Then apply the third boundary condition y(0, t) = f (t) to show that

ψ(−x) = f

 
x

a

 
− C (x ≥ 0),

where C is the same constant.
(b) With the aid of the results in part (a), derive the solution

y(x, t) =
 
0 when x ≥ at,

f

 
t − x

a

 
when x < at.

Note that the part of the string to the right of the point x = at on the x axis is
unaffected by the movement of the ring prior to time t , as shown in Fig. 27.

4. Use the solution obtained in Problem 3 to show that if the ring at the left-hand end of
the string in that problem is moved according to the function

f (t) =
 
sin πt when 0 ≤ t ≤ 1,
0 when t > 1,

then

y(x, t) =
 
0 when x ≤ a(t − 1) or x ≥ at,

sin
 
π

 
t − x

a

  
when a(t − 1) < x < at.

Observe that the ring is lifted up 1 unit and then returned to the origin, where it
remains after time t = 1. The expression for y(x, t) here shows that when t > 1, the
string coincides with the x axis except on an interval of length a, where it forms one
arch of a sine curve (Fig. 28). Furthermore, as t increases, the arch moves to the right
with speed a.
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y

O at xa(t – 1)

(t > 1)

FIGURE 28

31. TYPES OF EQUATIONS AND
BOUNDARY CONDITIONS

The second-order linear partial differential equation (Sec. 21)

Auxx + Buxy + Cuyy + Dux + Euy + Fu = G(1)

in u = u(x, y), where A, B, . . . ,Gare constants or functions of x and y, is classified
in any given region of the xy plane according to whether B2− 4AC is positive,
negative, or zero throughout that region. Specifically, equation (1) is

(i) hyperbolic if B2 − 4AC > 0;

(ii) elliptic if B2 − 4AC < 0;

(iii) parabolic if B2 − 4AC = 0.

For each of these categories, equation (1) and its solutions have distinct
features. Some indication of this is given in Problems 2 and 3. The terminology
here is suggested by the equation

Ax2 + Bxy+ Cy2 + Dx + Ey+ F = 0,(2)

where A, B, . . . , F are constants. From analytic geometry, we recall that equa-
tion (2) represents a conic section in the xy plane and that the different types of
conic sections arising are similarly determined by B2 − 4AC.

EXAMPLE 1. Laplace’s equation

uxx + uyy = 0

is a special case of equation (1) in which A= C = 1 and B= 0. Hence it is elliptic
throughout the xy plane. Poisson’s equation (Sec. 23)

uxx + uyy = f (x, y)

in two dimensions is elliptic in any region of the xy plane where f (x, y) is defined.
The one-dimensional heat equation

−kuxx + ut = 0

in u = u(x, t) is parabolic in the xt plane, and the one-dimensional wave equation

−a2yxx + ytt = 0

in y = y(x, t) is hyperbolic there.
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When some of the coefficients in equation (1) actually vary with x and y, the
type of the equation can vary in the xy plane.

EXAMPLE 2. Consider the equation

uxx − 2xuxy + (1− y2)uyy = 0.

Here

B2 − 4AC = (−2x)2 − 4(1)(1− y2) = 4(x2 + y2 − 1),
and we find that the equation is parabolic on the circle x2 + y2 = 1, elliptic inside
it, and hyperbolic exterior to it.

As indicated below, the three types of second-order linear equations just
described require, in general, different types of boundary conditions in order to
determine a solution.

Let u denote the dependent variable in a boundary value problem. A condi-
tion that prescribes the values of u itself along a portion of the boundary is known
as a Dirichlet condition. The problem of determining a harmonic function on a
domain such that the function assumes prescribed values over the entire bound-
ary of that domain is called a Dirichlet problem. In that case, the values of the
function can be interpreted as steady-state temperatures. Such a physical inter-
pretation leads us to expect that a Dirichlet problem may have a unique solution
if the functions considered satisfy certain requirements as to their regularity.

ANeumann condition prescribes the values of normal derivatives du/dn on
a part of the boundary. Another type of boundary condition is aRobin condition.†

It prescribes values of hu+du/dn at boundary points, where h is either a constant
or a function of the independent variables.‡

If a partial differential equation in y is of the second order with respect to
one of the independent variables t and if the values of both y and yt are prescribed
when t = 0, the boundary condition is one of Cauchy type with respect to t . In the
case of the wave equation ytt = a2yxx, such a condition corresponds physically
to that of prescribing the initial values of the transverse displacements y and
velocities yt in a stretched string. Initial values for both y and yt appear to be
needed if the displacements y(x, t) are to be determined.

PROBLEMS

1. Classify each of the following differential equations in various regions and sketch those
regions:

(a) yuxx + uyy = 0; (b) uxx + 2x2uxy + yuyy = 0; (c) xuxx + yuyy − 3uy = 2.

Answers: (a) Parabolic on the x axis, elliptic above it, and hyperbolic below it;
(b) parabolic on the curve y= x4, elliptic above it, and hyperbolic below it.

†Victor Gustave Robin (pronounced row-ban’) (1855–1897), French mathematical physicist.
‡When such a condition is prescribed on the entire boundary of a region throughout which u is

harmonic, the boundary value problem is sometimes referred to as a Churchill problem. See pp. 154–

156 of the book by Sneddon (2006) that is listed in the Bibliography.



94 PARTIAL DIFFERENTIAL EQUATIONS OF PHYSICS CHAP. 3

2. Consider the partial differential equation

Ayxx + Byxt + Cytt = 0 (A  = 0,C  = 0),

where A, B, andC are constants, and assume that it ishyperbolic, so that B2− 4AC > 0.

(a) Use the transformation

u = x + αt, v = x + βt (α  = β)
to obtain the new differential equation

(A+ Bα + Cα2)yuu + [2A+ B(α + β)+ 2Cαβ]yuv + (A+ Bβ + Cβ2)yvv = 0.

(b) Show that when α and β have the values

α0 =
−B+

√
B2 − 4AC

2C
and β0 =

−B−
√

B2 − 4AC

2C
,

respectively, the differential equation in part (a) reduces to yuv = 0.

(c) Conclude from the result in part (b) that the general solution of the original dif-
ferential equation is

y = φ(x + α0t)+ ψ(x + β0t),
where φ andψ are arbitrary functions that are twice differentiable. Then show how
the general solution (7), Sec. 30, of the wave equation

−a2yxx + ytt = 0

follows as a special case.

3. Show that under the transformation

u = x, v = αx + βt (β  = 0),

the given differential equation in Problem 2 becomes

Ayuu + (2Aα + Bβ)yuv + (Aα2 + Bαβ + Cβ2)yvv = 0.

Then show that this new equation reduces to

(a) yuu + yvv = 0 when the original equation is elliptic (B2 − 4AC < 0) and

α = −B√
4AC − B2

, β = 2A√
4AC − B2

;

(b) yuu = 0 when the original equation is parabolic (B2 − 4AC = 0) and

α = −B, β = 2A.



CHAPTER

4
THE

FOURIER
METHOD

We turn now to a careful presentation of the Fourier method for solving bound-
ary value problems involving partial differential equations. Once the basics of the
method have been developed, we shall, in Chap. 5, use it to solve a variety of
boundary value problems whose solutions entail Fourier series. Then, in subse-
quent chapters, we shall apply the method to problems whose solutions involve
other, but closely related, types of representations.

32. LINEAR OPERATORS

If u1 and u2 are functions and c1 and c2 are constants, the function c1u1 + c2u2 is
called a linear combination of u1 and u2. Note that u1 + u2 and c1u1, as well as
the constant function 0, are special cases. A linear space of functions, or function
space, is a class of functions, all with a common domain of definition, such that
each linear combination of any two functions in that class remains in it; that is, if
u1 and u2 are in the class, then so is c1u1 + c2u2. An example is the function space
Cp(a, b), introduced in Sec. 1.

A linear operator Lon a given function space transforms each function u of
that space into a function Lu, which need not be in the space, and has the property
that for each pair of functions u1 and u2,

L(c1u1 + c2u2) = c1Lu1 + c2Lu2(1)

whenever c1 and c2 are constants. In particular,

L(u1 + u2) = Lu1 + Lu2 and L(c1u1) = c1Lu1.(2)

95
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The function Lumay be a constant function; in particular,

L(0) = L(0 · 0) = 0L(0) = 0.

If u3 is a third function in the space, then

L(c1u1 + c2u2 + c3u3) = L(c1u1 + c2u2)+ L(c3u3)

= c1Lu1 + c2Lu2 + c3Lu3.

Proceeding by mathematical induction, we find (Problem 7, Sec. 34) that L trans-
forms linear combinations of N functions in this manner:

L

 
N 

n=1

cnun

 
=

N 
n=1

cnLun.(3)

EXAMPLE1. Suppose that bothu1 andu2 are functions of the independent
variables x and y. According to elementary properties of derivatives, a derivative
of any linear combination of the two functions can be written as the same linear
combination of the individual derivatives. Thus,

∂

∂x
(c1u1 + c2u2) = c1

∂u1

∂x
+ c2

∂u2

∂x
,(4)

provided that ∂u1/∂x and ∂u2/∂x exist. In view of property (4), the class of func-
tions of x and y that have partial derivatives of the first order with respect to x

in the xy plane is a function space. The operator ∂/∂x is a linear operator on that
space. It is naturally classified as a linear differential operator.

EXAMPLE2. Consider a space of functionsu(x, y)definedon the xyplane.
If f (x, y) is a fixed function, also defined on the xy plane, then the operator L that
multiplies each function u(x, y) by f (x, y) is a linear operator, where Lu = f u.

If linear operators LandM, distinct or not, are such thatM transforms each
function u of some function space into a function Mu to which Lapplies, and if u1
and u2 are functions in that space, it follows from equation (1) that

LM(c1u1 + c2u2) = L(c1Mu1 + c2Mu2) = c1LMu1 + c2LMu2.(5)

That is, the product LM of linear operators is itself a linear operator.
The sum of two linear operators LandM is defined bymeans of the equation

(L+ M )u = Lu+ Mu(6)

and is found to be linear by writing

(L+ M)(c1u1 + c2u2) = L(c1u1 + c2u2)+ M(c1u1 + c2u2)

= c1Lu1 + c2Lu2 + c1Mu1 + c2Mu2

= c1(Lu1 + Mu1)+ c2(Lu2 + Mu2)

= c1(L+ M)u1 + c2(L+ M)u2.

The sum of any finite number of linear operators is, in fact, linear.
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EXAMPLE3. Let L denote the linear operator ∂2/∂x2 definedon the space
of functions u(x, y)whose derivatives of the first and second order with respect to
x exist in a given domain of the xy plane. The product M = f ∂/∂x of the linear
operators in Examples 1 and 2 is linear on the same space, and the sum

L+ M =
∂2

∂x2
+ f

∂

∂x

is therefore linear.

33. PRINCIPLE OF SUPERPOSITION

Each nonzero term of a linear homogeneous differential equation in u consists of
a function of the independent variables only, which may be a constant function,
times a derivative of u or u itself. Hence every linear homogeneous differential
equation has the form

Lu = 0,(1)

where L is a linear differential operator.
In particular, we recall from Sec. 21 that

Auxx + Buxy + Cuyy + Dux + Euy + Fu = 0,(2)

where the letters A through F denote constants or functions of x and y only, is the
general second-order linear homogeneous partial differential equation in u(x, y).
It can be written in the form (1) when

L= A
∂2

∂x2
+ B

∂2

∂y ∂x
+ C

∂2

∂y2
+ D

∂

∂x
+ E

∂

∂y
+ F.(3)

Linear homogeneous boundary conditions also have the form (1). Then the
variables appearing as arguments of u and as arguments of functions that serve as
coefficients in the linear operator Lare restricted so that they represent points on
the boundary of the domain.

We now state a principle of superposition, which is fundamental to the
Fourier method for solving linear boundary value problems. It involves infinite
series of the type

u =

∞ 
n=1

cnun,(4)

where cn are constants and un are specified functions.

Theorem. Suppose that each function of an infinite set u1, u2, . . . satisfies a

linear homogeneous differential equation or boundary condition Lu = 0. Then the

infinite series (4) also satisfies Lu = 0, provided that

(i) the series converges and is differentiable for all derivatives involved in L;

(ii) any required continuity condition at the boundary is satisfied by Lu when

Lu = 0 is a boundary condition.
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Superposition is also useful in the theory of ordinary differential equa-
tions. For example, from the two solutions y = ex and y = e−x of the linear
homogeneous equation y  − y = 0, we know that y= c1e

x + c2e
−x is also a so-

lution. In this book, we shall be concerned mainly with applying the principle of
superposition to solutions of partial differential equations.

To prove the theorem, we must deal with the convergence and differentia-
bility of infinite series. Suppose that the functions un and constants cn are such that
series (4) converges to u throughout some domain of the independent variables,
and let x represent one of those variables. The series is differentiable, or termwise
differentiable, with respect to x if the derivatives ∂un/∂x and ∂u/∂x exist and if
the series of functions cn∂un/∂x converges to ∂u/∂x:

∂u

∂x
=

∞ 
n=1

cn
∂un

∂x
.(5)

Note that a series must be convergent if it is to be differentiable. If, in addition,
series (5) is differentiable with respect to x, then series (4) is differentiable twice
with respect to x.

Let L be a linear operator where Lu is a product of a function f of the
independent variables by u or by a derivative of u, or where Lu is a sum of a
finite number of such terms. We now show that if series (4) is differentiable for all
the derivatives involved in L and if each of the functions un in series (4) satisfies
the linear homogeneous differential equation Lu = 0, then series (4) satisfies it.

To accomplish this, we first note that according to the definition of the sum
of an infinite series,

f
∂u

∂x
= f lim

N→∞

N 
n=1

cn
∂un

∂x

when series (4) is differentiable with respect to x. Thus,

f
∂u

∂x
= lim

N→∞
f
∂

∂x

N 
n=1

cnun.(6)

Here the operator ∂/∂x can be replaced by other derivatives if the series involved
are differentiable. Then, by adding corresponding sides of equations similar to
equation (6), including one that may not have any derivative at all, we find that

Lu = lim
N→∞

L

 
N 

n=1

cn un

 
.(7)

The sum on the right-hand side of equation (7) is a linear combination of the
functions u1, u2, . . . ,uN ; and if Lun = 0 (n = 1, 2, . . .), it follows, with the aid of
property (3), Sec. 32, that

Lu = lim
N→∞

N 
n=1

cnLun = lim
N→∞

0 = 0.

This is, of course, the desired result.
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The above discussion applies as well to linear homogeneous boundary con-
ditions Lu = 0. In that case, we may require the function Lu to satisfy a condition
of continuity at points on the boundary so that its values there will represent
limiting values as those points are approached from the interior of the domain.
This completes the proof of the theorem.

34. EXAMPLES

Wenow illustrate how the superposition theorem in Sec. 33 is to be used in solving
boundary value problems. In our discussion, we shall assume that needed con-
ditions for convergence and differentiability of series are satisfied. We assume,
moreover, that any continuity requirements involving boundary conditions are
satisfied. The examples here will be used in sections immediately following this
one, where two boundary value problems will be completely solved by means of
the Fourier method.

EXAMPLE 1. Consider the linear homogeneous heat equation (Sec. 22)

ut (x, t) = kuxx(x, t) (0 < x < c, t > 0),(1)

together with the linear homogeneous boundary conditions

ux(0, t) = 0, ux(c, t) = 0 (t > 0).(2)

Equation (1) takes the form Lu = 0 when

L= k
∂2

∂x2
−

∂

∂t
;

and it is straightforward to verify that if

u0 = 1, un = exp

 
−
n2π2k

c2
t

 
cos

nπx

c
(n = 1, 2, . . .),(3)

then

Lu0 =

 
k
∂2

∂x2
−

∂

∂t

 
u0 = k

∂2u0

∂x2
−
∂u0

∂t
= 0

and

Lun =

 
k
∂2

∂x2
−

∂

∂t

 
un = k

∂2un

∂x2
−
∂un

∂t
= −k

 nπ
c

 2
un +

n2π2k

c2
un = 0

(n = 1, 2, . . .).

Thus, by the superposition theorem, Lu = 0 if u denotes the infinite series

u = A0 u0 +

∞ 
n=1

An un,(4)

where An (n = 0, 1, 2, . . .) are constants. In view of expressions (3), then, the series

u(x, t) = A0 +

∞ 
n=1

An exp

 
−
n2π2k

c2
t

 
cos

nπx

c
(5)

satisfies the heat equation (1).



100 THE FOURIER METHOD CHAP. 4

Conditions (2) can, moreover, be written in terms of the operator L= ∂/∂x

as Lu= 0, where Lu is to be evaluated at x= 0 and at x= c.
Inasmuch as

(Lu0)x=0 =

 
∂u0

∂x

 
x=0

= 0

and

(Lun)x=0 =

 
∂un

∂x

 
x=0

=

 
−
nπ

c
exp

 
−
n2π2k

c2
t

 
sin

nπx

c

 
x=0

= 0

(n = 1, 2, . . .)

when this operator is used, the first of conditions (2) is satisfied by the functions
(3). Likewise, (Lu0)x=c = 0 and (Lun)x=c = 0 (n = 1, 2, . . .). Hence, by the super-
position theorem, series (5) satisfied both of the conditions (2).

This example will be used in Sec. 36, where the functions (3) are discovered
and where it is shown how the results here can be used to complete the solution
of a certain boundary value problem for temperatures in a slab.

EXAMPLE 2. It is easy to verify that if L is the linear operator

L= a2
∂2

∂x2
−

∂2

∂t2

and

yn = sin
nπx

c
cos

nπat

c
(n = 1, 2, . . .),(6)

where a and c are positive constants, then

Lyn =

 
a2

∂2

∂x2
−

∂2

∂t2

 
yn = a2

∂2yn

∂x2
−
∂2yn

∂t2

= −a2
 nπ

c

 2
yn +

 nπa
c

 2
yn = 0 (n = 1, 2, . . .).

Hence it follows fromour superposition theorem that Ly = 0when y is the infinite
series

y =

∞ 
n=1

Bnyn,(7)

where Bn (n = 1, 2, . . .) are constants. That is, the series

y(x, t) =

∞ 
n=1

Bn sin
nπx

c
cos

nπat

c
(8)

satisfies the wave equation (Sec. 28)

ytt (x, t) = a2yxx(x, t) (0 < x < c, t > 0).(9)

Now write L= 1 and observe that

(Lyn)x=0 =

 
sin

nπx

c
cos

nπat

c

 
x=0

= 0
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and

(Lyn)x=c =

 
sin

nπx

c
cos

nπat

c

 
x=c

= 0.

In view of our superposition theorem, this shows that series (8) also satisfies the
boundary conditions

y(0, t) = 0, y(c, t) = 0 (t > 0).(10)

On the other hand, if L= ∂/∂t , we find that

(Lyn)t=0 =

 
∂yn

∂t

 
t=0

=

 
−
nπa

c
sin

nπx

c
sin

nπat

c

 
t=0

= 0 (n = 1, 2, . . .).

So, again by the superposition principle, series (8) satisfies the condition

yt (x, 0) = 0 (0 < x < c).(11)

The differential equation (9) and boundary conditions (10) and (11) are part
of a boundary value problem for a vibrating string that will be fully stated and
solved in Sec. 37, where it is also shown how the functions (6) arise.

PROBLEMS

1. Show that if an operator Lhas the two properties

L(u1 + u2) = Lu1 + Lu2, L(c1u1) = c1Lu1

for any functions u1, u2 in some space and for every constant c1, then L is linear; that
is, show that it has property (1), Sec. 32.

2. Use the linear operators L= x and M = ∂/∂x to illustrate the fact that products LM
and ML are not always the same.

3. Verify that each of the functions

u0 = y, un = sinh ny cos nx (n = 1, 2, . . .)

satisfies Laplace’s equation (Sec. 23)

uxx(x, y)+ uyy(x, y) = 0 (0 < x < π, 0 < y < 2)

and the boundary conditions

ux(0, y) = ux(π, y) = 0, u(x, 0) = 0.

Then use the superposition principle in Sec. 33 to show formally, without considering
questions of convergence, differentiability, or continuity, that the series

u(x, y) = A0 y+

∞ 
n=1

An sinh ny cos nx

satisfies the same differential equation and boundary conditions.

4. Show that each of the functions

y1 =
1

x
and y2 =

1

1+ x
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satisfies the nonlinear differential equation

y + y2 = 0.

Then show that the sum y1 + y2 fails to satisfy that equation. Also show that if c is a
constant, where c  = 0 and c  = 1, neither cy1 nor cy2 satisfies the equation.

5. Let u1 and u2 satisfy a linear nonhomogeneous differential equation Lu = f , where f is
a nonzero function of the independent variables only. Prove that the linear combination
c1u1 + c2u2 fails to satisfy that equation when c1 + c2  = 1.

6. Let L denote a linear differential operator, and suppose that f is a function of the
independent variables. Show that the solutions u of the equation Lu= f are of the
form u = u1 + u2, where the u1 are the solutions of the equation Lu1= 0 and u2 is
any particular solution of Lu2= f . (This is a principle of superposition of solutions for
nonhomogeneous differential equations.)

7. Use mathematical induction on the integer N to verify property (3), Sec. 32, of a linear
operator:

L

 
N 

n=1

cnun

 
=

N 
n=1

cnLun.

Suggestion: Point out that the property is true when N = 1 and then show that
if it is true when N is any positive integer M, it must be true for N = M+ 1.

35. EIGENVALUES AND EIGENFUNCTIONS

In Secs. 36 and 37, where two boundary value problems involving partial differ-
ential equations are solved, we shall encounter two related problems involving
a certain ordinary differential equation. We treat those related problems here in
order to obtain solutions of the problems in Secs. 36 and 37 more efficiently.

We consider first the problem of finding values of λ and nontrivial functions
X(x), or functions that are not identically equal to zero, such that

X  (x)+ λX(x) = 0, X (0) = 0, X (c) = 0,(1)

where the differential equation is defined on the interval 0 < x < c. All of the
conditions in this problem are linear and homogeneous, and so any nonzero con-
stant times a nontrivial solution X(x) is essentially the same as X(x). Problem (1)
is called a Sturm-Liouville problem. The general theory of such problems is de-
veloped in considerable detail in Chap. 8, where it is shown that λ must be a real

number.
Turning now to finding solutions of problem (1), we examine three cases.

(i) The case λλ == 0

If λ= 0, the differential equation in problem (1) becomes X  (x)= 0. Its general
solution is X(x) = Ax + B, where A and B are constants. Since X  (x) = A, the
boundary conditions X  (0)= 0 and X  (c)= 0 require that A= 0. So X(x) = B;
and, except for a constant factor, problem (1) has the solution X(x)= 1 if λ= 0.
Note that any nonzero value of Bmight have been selected here.
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(ii) The case λλ > 0

If λ > 0, we can write λ = α2 (α > 0). The differential equation in problem (1)
then takes the form X   (x)+ α2X(x) = 0, its general solution being

X(x) = C1 cosαx + C2 sinαx.

Writing

X  (x) = −C1α sinαx + C2α cosαx

and keeping in mind that α is positive and, in particular, nonzero, we see that the
condition X  (0) = 0 implies thatC2 = 0.Also, from the condition X

 (c) = 0, it fol-
lows thatC1α sinαc = 0. Now if X(x) is to be a nontrivial solution of problem (1),
C1  = 0. Hence α must be a positive root of the equation sinαc = 0. That is,

α =
nπ

c
(n = 1, 2, . . .).

So, except for the constant factor C1,

X(x) = cos
nπx

c
(n = 1, 2, . . .),

and the corresponding values of λ are

λ = α2 =

 nπ
c

 2
(n = 1, 2, . . .).

(iii) The case λλ < 0

If λ < 0, we write λ = −α2 (α > 0). This time, the differential equation in pro-
blem (1) has the general solution

X(x) = C1 e
αx + C2 e

−αx.

Since

X  (x) = C1α eαx − C2α e−αx,

the condition X  (0) = 0 implies that C2 = C1. Hence

X(x) = C1(e
αx + e−αx),

or

X(x) = 2C1 coshαx.

But the condition X  (c) = 0 requires that C1 sinhαc = 0; and, since sinhαc  = 0,
it follows thatC1 = 0. Soproblem(1) has only the trivial solutionX(x) ≡ 0 ifλ < 0.

The values

λ0 = 0, λn =

 nπ
c

 2
(n = 1, 2, . . .)(2)

of λ for which problem (1) has nontrivial solutions are called eigenvalues of that
problem, and the solutions

X0(x) = 1, Xn(x) = cos
nπx

c
(n = 1, 2, . . .)(3)

are the corresponding eigenfunctions.
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The second Sturm-Liouville problem that we shall encounter is

X  (x)+ λX(x) = 0, X(0) = 0, X(c) = 0,(4)

where the differential equation is the same as in problem (1) and is again defined
on the interval 0 < x < c. The method of solving this problem is similar to the one
used to solve problem (1); and finding the solutions is left to Problem 5, Sec. 37,
where the cases λ = 0 and λ < 0 both yield only trivial solutions X(x) ≡ 0. It
turns out that the eigenvalues are

λn =

 nπ
c

 2
(n = 1, 2, . . .)(5)

and that the corresponding eigenfunctions are

Xn(x) = sin
nπx

c
(n = 1, 2, . . .).(6)

36. A TEMPERATURE PROBLEM

The linear boundary value problem

ut (x, t) = kuxx(x, t) (0 < x < c, t > 0),(1)

ux(0, t) = 0, ux(c, t) = 0 (t > 0),(2)

u(x, 0) = f (x) (0 < x < c)(3)

is a problem for the temperatures u(x, t) in an infinite slab of material, bounded
by the planes x = 0 and x = c, if its faces are insulated and the initial temperature
distribution is a prescribed function f (x) of the distance from the face x = 0.
(See Fig. 29.)We assume that the thermal conductivity kof thematerial is constant
throughout the slab and that no heat is generated within it.

u(x, 0) ⫽ f (x)

x ⫽ c

xO

FIGURE 29

In this section, we illustrate the Fourier method for solving linear boundary
value problems by solving the temperature problem just stated. A number of the
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steps to be taken here are only formal, or manipulative. Verification of the final
solution can be found in Chap. 11 (Sec. 110).

To determine nontrivial (u  ≡ 0) functions that satisfy the homogeneous con-
ditions (1) and (2), we seek separated solutions of those conditions,† or functions
of the form

u = X(x)T(t)(4)

that satisfy them. Note that X is a function of x alone and T is a function of t
alone. Note, too, that X and T must be nontrivial (X  ≡ 0,T  ≡ 0).

If u = XT satisfies equation (1), then

X(x)T  (t) = kX   (x)T(t);

and, for values of x and t such that the product X(x)T(t) is nonzero, one can divide
each side of this equation by kX(x)T(t) to separate the variables:

T  (t)

kT(t)
=

X  (x)

X(x)
.

Since the left-hand side here is a function of t alone, it does not vary with x.
However, it is equal to a function of x alone, and so it cannot vary with t . Hence
the two sides must have some constant value −λ in common. That is,

T  (t)

kT(t)
= −λ,

X   (x)

X(x)
= −λ.

Our choice of −λ, rather than λ, for the separation constant is, of course, a minor
matter of notation. It is only for convenience later on (Chap. 8) that we have
written −λ.

If u = XT is to satisfy the first of conditions (2), then X  (0)T(t)must vanish
for all t (t > 0).Withour requirement thatT  ≡ 0, it follows thatX  (0)=0.Likewise,
the second of conditions (2) is satisfied by u = XT if X  (c) = 0.

Thus u = XT satisfies conditions (1) and (2) when Xand T satisfy these two
homogeneous problems:

X   (x)+ λX(x) = 0, X  (0) = 0, X  (c) = 0,(5)

T  (t)+ λkT(t) = 0,(6)

where the parameter λ is the same in each problem. We recall from Sec. 35 that
equations (5) make up a Sturm-Liouville problem whose eigenvalues

λ0 = 0, λn =

 nπ
c

 2
(n = 1, 2, . . .)(7)

correspond to the eigenfunctions

X0(x) = 1, Xn(x) = cos
nπx

c
(n = 1, 2, . . .).(8)

†This terminology is borrowed from the book by Pinsky (2003), which is listed in the Bibliography.
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Turning to the differential equation (6), we need to determine its solutions
T0(t) and Tn(t) (n = 1, 2, . . .) corresponding to each of the eigenvalues λ0 and
λn (n = 1, 2, . . .). Those solutions are found to be constant multiples of

T0(t) = 1, Tn(t) = exp

 
−
n2π2k

c2
t

 
(n = 1, 2, . . .).(9)

Hence each of the products

u0 = X0(x)T0(t) = 1(10)

and

un = Xn(x)Tn(t) = exp

 
−
n2π2k

c2
t

 
cos

nπx

c
(n = 1, 2, . . .)(11)

satisfies thehomogeneous conditions (1) and (2).Theprocedure just used toobtain
them is called the method of separation of variables.

Now, as already shown in Example 1, Sec. 34, the superposition principle in
Sec. 33 tells us that the generalized linear combination

u(x, t) = A0 +

∞ 
n=1

An exp

 
−
n2π2k

c2
t

 
cos

nπx

c
(12)

of the functions (10) and (11) satisfies conditions (1) and (2), provided that any
needed convergence, differentiability, and continuity requirements are satisfied.
The constants An (n = 0, 1, 2, . . .) in expression (12) are readily obtained from
the nonhomogeneous condition (3), namely u(x, 0) = f (x). More precisely, by
writing t = 0 in expression (12), we have

f (x) =
2A0

2
+

∞ 
n=1

An cos
nπx

c
(0 < x < c).

Since this is a Fourier cosine series on 0 < x < c (see Secs. 8 and 15), it follows
that

A0 =
1

c

 c

0

f (x) dx(13)

and

An =
2

c

 c

0

f (x) cos
nπx

c
dx (n = 1, 2, . . .).(14)

The formal solution of our temperature problem is now complete. It consists
of expression (12) together with coefficients (13) and (14). Note that the steady-
state temperatures, occurring when t tends to infinity, are A0. That constant tem-
perature is evidently the mean, or average, value of the initial temperatures f (x)

over the interval 0 < x < c.

EXAMPLE. Suppose that the thickness c of the slab is unity and that the
initial temperatures are f (x) = x (0 ≤ x ≤ 1). Here

A0 =

 1

0

x dx =
1

2
.
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Using integration by parts, or Kronecker’s method (Sec. 5), and observing that

sin nπ = 0 and cosnπ = (−1)n

when n is an integer, we find that

An = 2

 1

0

x cos nπx dx = 2

 
x sin nπx

nπ
+
cos nπx

n2π2

 1
0

=
2

π2
·
(−1)n − 1

n2

(n = 1, 2, . . .).

When c = 1 and these values for An (n = 0, 1, 2, . . .) are used, expression
(12) becomes

u(x, t) =
1

2
+
2

π2

∞ 
n=1

(−1)n − 1

n2
exp(−n2π2kt) cos nπx,

or†

u(x, t) =
1

2
−
4

π2

∞ 
n=1

exp[−(2n− 1)2π2kt]

(2n− 1)2
cos(2n− 1)πx.(15)

37. A VIBRATING STRING PROBLEM

To illustrate further the Fourier method, we now consider a boundary value prob-
lem for displacements in a vibrating string. This time, the nonhomogeneous con-
dition will require us to expand a function f (x) into a sine series, rather than a
cosine series.

Let us find an expression for the transverse displacements y(x, t) in a string,
stretched between the points x = 0 and x = c on the x axis and with no external
forces acting along it, if the string is initially displaced into a position y = f (x)

and released at rest from that position. The function y(x, t)must satisfy the wave
equation (Sec. 28)

ytt (x, t) = a2yxx(x, t) (0 < x < c, t > 0).(1)

It must also satisfy the boundary conditions

y(0, t) = 0, y(c, t) = 0, yt (x, 0) = 0,(2)

y(x, 0) = f (x) (0 ≤ x ≤ c),(3)

where the prescribed displacement function f is continuous on the interval
0 ≤ x ≤ c and where f (0) = f (c) = 0.

We assume a product solution

y = X(x)T(t)(4)

†Since the coefficients in this series are zero when n is even, the index n can be replaced by 2n − 1

wherever it appears after the summation symbol. Compare with Example 1, Sec. 3.
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of the homogeneous conditions (1) and (2) and substitute it into those conditions.
This leads to the two homogeneous problems

X   (x)+ λX(x) = 0, X(0) = 0, X(c) = 0,(5)

T   (t)+ λa2T(t) = 0, T  (0) = 0.(6)

Problem (5) is the second Sturm-Liouville problem mentioned in Sec. 35,
where it was left to the reader to show that its eigenvalues are

λn =

 
nπ

c

 2
(n = 1, 2, . . .)(7)

and that the corresponding eigenfunctions are

Xn(x) = sin
nπx

c
(n = 1, 2, . . .).(8)

When λ = λn, problem (6) becomes

T   (t)+

 
nπa

c

 2
T(t) = 0, T  (0) = 0;

and it follows that except for a constant factor, the solution is

Tn(t) = cos
nπat

c
(n = 1, 2, . . .).(9)

Consequently, each of the products

yn = Xn(x)Tn(t) = sin
nπx

c
cos

nπat

c
(n = 1, 2, . . .)(10)

satisfies the homogeneous conditions (1) and (2).
According to Example 2 in Sec. 34, the generalized linear combination

y(x, t) =

∞ 
n=1

Bn sin
nπx

c
cos

nπat

c
(11)

also satisfies the homogeneous conditions (1) and (2), provided that the constants
Bn can be restricted so that the infinite series is suitably convergent and differ-
entiable. That series will satisfy the nonhomogeneous condition (3) if the Bn are
such that

f (x) =

∞ 
n=1

Bn sin
nπx

c
(0 < x < c).(12)
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Because representation (12) is a Fourier sine series representation on the
interval 0 < x < c, we know from Sec. 15 that

Bn =
2

c

 c

0

f (x) sin
nπx

c
dx (n = 1, 2, . . .).(13)

The formal solution of our boundary value problem is, therefore, series (11) with
coefficients (13). Note that series (11) converges to zero at the endpoints x = 0
and x = c of the interval 0 < x < c.

EXAMPLE. Consider a harp string of length c = 2 whose midpoint is
initially raised to a height h above the horizontal axis. The rest position from
which the string is released thus consists of two line segments (Fig. 30).

(1, h)

O (2, 0)

y

x

y ⫽ f (x)

FIGURE 30

The function f, which describes the initial position of this plucked string, is
given by the equations

f (x) =

 
hx when 0 ≤ x ≤ 1,
−h(x − 2) when 1 < x ≤ 2;

(14)

and the coefficients Bn in the Fourier sine series for that function on the interval
0 < x < 2 can be written

Bn =

 2

0

f (x) sin
nπx

2
dx = h

 1

0

x sin
nπx

2
dx − h

 2

1

(x − 2) sin
nπx

2
dx.

After integrating by parts, or using Kronecker’s method (Sec. 5), and simplifying,
we find that

Bn =
8h

π2
·
1

n2
sin

nπ

2
(n = 1, 2, . . .).

Series (11) then becomes

y(x, t) =
8h

π2

∞ 
n=1

1

n2
sin

nπ

2
sin

nπx

2
cos

nπat

2
.(15)

Since

sin
nπ

2
= 0

when n is even and since

sin
(2n− 1)π

2
= sin

 
nπ −

π

2

 
= −cos nπ = (−1)n+1 (n = 1, 2, . . .),
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expression (15) for the displacements of points on the string in question can also
be written†

y(x, t) =
8h

π2

∞ 
n=1

(−1)n+1

(2n− 1)2
sin

(2n− 1)πx

2
cos

(2n− 1)πat

2
.(16)

PROBLEMS

1. In Problem 3, Sec. 34, the functions

u 0 = y, un = sinh ny cos nx (n = 1, 2, . . .)

were shown to satisfy Laplace’s equation

uxx(x, y)+ uyy(x, y) = 0 (0 < x < π, 0 < y < 2)

and the homogeneous boundary conditions

ux(0, y) = ux(π, y) = 0, u(x, 0) = 0.

After writing u = X(x)Y(y) and separating variables, use the solutions of the Sturm-
Liouvilleproblem(1) inSec. 35 to showhowthe functionsu0 andun (n = 1, 2, . . .) canbe
discovered. Then, by proceeding formally, derive the following solution of the bound-
ary value problem that results when the nonhomogeneous condition u(x, 2)= f (x) is
included:

u(x, y) = A0 y+

∞ 
n=1

An sinh ny cos nx,

where

A0 =
1

2π

 π

0

f (x) dx, An =
2

π sinh 2n

 π

0

f (x) cos nx dx (n = 1, 2, . . .).

2. Suppose that in Sec. 36 we had written

T  (t)

T(t)
= k

X  (x)

X(x)
instead of

T  (t)

kT(t)
=

X  (x)

X(x)
.

Continuing with

T  (t)

T(t)
= k

X  (x)

X(x)
= −λ,

where λ is a separation constant, show how the products (10) and (11) in Sec. 36 still
follow. (This illustrates how it is generally simpler to keep the physical constants out
of the Sturm-Liouville problem, as we did in Sec. 36.)

3. For each of the following partial differential equations in u = u(x, t), determine if it is
possible to write u = X(x)T(t) and separate variables to obtain ordinary differential
equations in X and T. If it can be done, find those ordinary differential equations.

(a) uxx − xtutt = 0; (b) (x + t)uxx − ut = 0;
(c) xuxx + uxt + tutt = 0; (d) uxx − utt − ut = 0.

†See the footnote with the example in Sec. 36.
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4. By assuming a product solution y = X(x)T(t), obtain conditions (5) and (6) on X and
T in Sec. 37 from the homogeneous conditions (1) and (2) of the string problem there.

5. Derive the eigenvalues and eigenfunctions, stated in Sec. 35, of the Sturm-Liouville
problem

X   (x)+ λX(x) = 0, X(0) = 0, X(c) = 0.

6. Point out how it follows from expression (11), Sec. 37, that, for each fixed x, the dis-
placement function y(x, t) is periodic in t with period

T0 =
2c

a
.

38. HISTORICAL DEVELOPMENT

Mathematical sciences experienced a burst of activity following the invention
of calculus by Newton (1642–1727) and Leibnitz (1646–1716). Among topics in
mathematical physics that attracted the attention of great scientists during that
period were boundary value problems in vibrations of strings, elastic bars, and
columns of air, all associated with mathematical theories of musical vibrations.
Early contributors to the theory of vibrating strings included the English mathe-
matician Brook Taylor (1685–1731), the Swiss mathematicians Daniel Bernoulli
(1700–1782) and Leonhard Euler (1707–1783), and Jean d’Alembert (1717–1783)
in France.

By the 1750s d’Alembert, Bernoulli, and Euler had advanced the theory of
vibrating strings to the stage where the wave equation ytt = a2yxx was known
and a solution of a boundary value problem for strings had been found from
the general solution of that equation. Further studies, moreover, led them to the
notion of superposition of solutions, to a solution of the form (11), Sec. 37, where
a series of trigonometric functions appears, and thus to the matter of representing
arbitrary functions by trigonometric series. Euler later found expressions for the
coefficients in those series. But the concept of a function had not been clarified,
and a lengthy controversy took place over the question of representing arbitrary
functions on a bounded interval by such series. The question of representation
was finally settled by the German mathematician Peter Gustav Lejeune Dirichlet
(1805–1859) about 70 years later.

The French mathematical physicist Jean Baptiste Joseph Fourier (1768–
1830) presented many instructive examples of expansions in trigonometric series
in connection with boundary value problems in the conduction of heat. His book
Théorie analytique de la chaleur, published in 1822, is a classic in the theory of heat
conduction. It was actually the third version of amonograph that he originally sub-
mitted to the Institut de France on December 21, 1807.† He effectively illustrated
the basic procedures of separation of variables and superposition, and his work
did much toward arousing interest in trigonometric series representations.

†A. Freeman’s early translation of Fourier’s book into English was first reprinted byDover, NewYork,

in 1955. The original 1807 monograph itself remained unpublished until 1972, when the critical edition

by Grattan-Guinness that is listed in the Bibliography appeared.
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But Fourier’s contributions to the representation problem did not include
conditions of validity; he was interested in applications and methods. As noted
above, Dirichlet was the first to give such conditions. In 1829 he firmly established
general conditions on a function sufficient to ensure that it can be represented by
a series of sine and cosine functions.‡

Representation theory has been refined and greatly extended since the time
of Dirichlet. It is still growing.

‡For supplementary reading on the history of these series, see the articles by Langer (1947) and Van

Vleck (1914), listed in the Bibliography.



CHAPTER

5
BOUNDARY

VALUE
PROBLEMS

This chapter is devoted to the use of Fourier series in solving various boundary
value problems that are mathematical formulations of problems in physics. The
basic method has already been described in Chap. 4.

Except for the final section of this chapter (Sec. 49), we shall limit our at-
tention to problems whose solutions follow from the solutions of the two Sturm-
Liouville problems needed in Secs. 36 and 37 of Chap. 4. To be specific, we saw in
Sec. 35 that the Sturm-Liouville problem

X   (x)+ λX(x) = 0, X  (0) = 0, X  (c) = 0(1)

on the interval 0 ≤ x ≤ c has nontrivial solutions when λ is one of the
eigenvalues

λ0 = 0, λn =
 nπ
c

 2
(n = 1, 2, . . .)

and that the corresponding solutions, or eigenfunctions, are

X0(x) = 1, Xn(x) = cos
nπx

c
(n = 1, 2, . . .).

Moreover, for the Sturm-Liouville problem

X   (x)+ λX(x) = 0, X(0) = 0, X(c) = 0,(2)

on the same interval 0 ≤ x ≤ c,

λn =
 nπ
c

 2
(n = 1, 2, . . .)

113
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and

Xn(x) = sin
nπx

c
(n = 1, 2, . . .).

As illustrated inChap. 4, the solutions of problems (1) and (2) lead to Fourier
cosine and sine series representations, respectively. A third Sturm-Liouville prob-
lem, to be solved in Sec. 49, leads to Fourier series with both cosines and sines.
Boundary value problems whose solutions involve terms other than

cos
nπx

c
and sin

nπx

c

are taken up in Chap. 8, where the general theory of Sturm-Liouville problems is
developed, and in subsequent chapters.

Once it is shown that a solution found for a given boundary value problem
truly satisfies the partial differential equation and all of the boundary conditions
and continuity requirements, the solution is rigorously established. But, even for
many of the simpler problems, the verification of solutions may be lengthy or
difficult. The boundary value problems in this chapter will be solved only formally
in the sense that we shall not always explicitly mention needed conditions on
functions whose Fourier series are used, and in most cases we shall not verify the
solutions.

We shall also ignore questions of uniqueness, but the physical requirements
of a given boundary value problem that is well posed generally suggest that there
should be only one solution of that problem. In Chap. 11 we shall give some
attention to uniqueness of solutions, in addition to their verification.

39. A SLABWITH FACES AT
PRESCRIBED TEMPERATURES

Weconsider here the problemof finding temperatures in the same slab as in Sec. 36
when its faces, or boundary surfaces, are kept at certain specified temperatures.
For convenience, however, we take the thickness of the slab to be π units, keeping
in mind that we shall illustrate in Example 1, Sec. 40, how temperature formulas
for a slab of arbitrary thickness c follow readily once they are found when c = π .
In each of the examples below, the temperature function u = u(x, t) is to satisfy
the one-dimensional heat equation

ut (x, t) = kuxx(x, t) (0 < x < π, t > 0).(1)

EXAMPLE 1. If both faces of the slab are kept at temperature zero and
the initial temperatures are f (x) (Fig. 31), then

u(0, t) = 0, u(π, t) = 0, and u(x, 0) = f (x).(2)

Conditions (1) and (2) make up the boundary value problem; and, by separa-
tion of variables, we find that a function u= X(x)T(t) satisfies the homogeneous
conditions if

X   (x)+ λX(x) = 0, X(0) = 0, X(π) = 0(3)
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O x

u   0

x    

u   0u(x, 0)   f (x)

FIGURE 31

and

T  (t)+ λkT(t) = 0.(4)

According to Sec. 35, the Sturm-Liouville problem (3) has eigenvalues and
eigenfunctions

λ = n2, Xn(x) = sin nx (n = 1, 2, . . .).
The corresponding functions of t arising from equation (4) are, except for constant
factors,

Tn(t) = e−n
2kt (n = 1, 2, . . .).

Formally, then, the function

u(x, t) =
∞ 
n=1

Bn e
−n2kt sin nx(5)

satisfies all of the conditions in the boundary value problem, including the non-
homogeneous condition u(x, 0) = f (x), if

f (x) =
∞ 
n=1

Bn sin nx (0 < x < π).(6)

Let us assume that f is piecewise smooth on the interval 0 < x < π . Then f (x) is
represented by its Fourier sine series (6), where

Bn =
2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .).(7)

The function (5), with coefficients (7), is our formal solution of the boundary
value problem (1)–(2). It can be expressed more compactly in the form

u(x, t) = 2

π

∞ 
n=1

e−n
2kt sin nx

 π

0

f (s) sin ns ds,

where the variable of integration s is used in order to avoid confusion with the
free variable x.
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EXAMPLE 2. If the slab is initially at temperature zero throughout and the
face x = 0 is kept at that temperature, while the face x = π is kept at a constant
temperature u0 when t > 0, then

u(0, t) = 0, u(π, t) = u0, u(x, 0) = 0.(8)

The boundary value problem consisting of equations (1) and (8) is not in
proper form for the method of separation of variables to be applied because one
of the two-point boundary conditions is nonhomogeneous. But if we write

u(x, t) = U(x, t)+ (x),(9)

equations (1) and (8) become

Ut (x, t) = k [Uxx(x, t)+   (x)]

and

U(0, t)+ (0) = 0, U(π, t)+ (π) = u0, U(x, 0)+ (x) = 0.
Suppose now that

   (x) = 0 and  (0) = 0,  (π) = u0.(10)

Then U(x, t) satisfies the boundary value problem

Ut (x, t) = kUxx(x, t), U(0, t) = 0, U(π, t) = 0, U(x, 0) = − (x).(11)

Conditions (10) tell us that

 (x) = u0

π
x.(12)

Hence problem (11) is a special case of the one in Example 1, where

f (x) = −u0

π
x.(13)

When f (x) is this particular function, the coefficients Bn in solution (5) can be
found by evaluating the integrals in expression (7). But since we already know
from Example 1, Sec. 5, that

x =
∞ 
n=1
2
(−1)n+1

n
sin nx (0 < x < π)(14)

and since the numbers Bn are the coefficients in the Fourier sine series for the
function (13) on the interval 0 < x < π , we can see at once that

Bn = −u0

π
2
(−1)n+1

n
= u0

π
2 · (−1)

n

n
(n = 1, 2, . . .).

Consequently,

U(x, t) = u0

π
2

∞ 
n=1

(−1)n
n

e−n
2kt sin nx;
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and so, in view of expressions (9) and (12),

u(x, t) = u0

π

 
x + 2

∞ 
n=1

(−1)n
n

e−n
2kt sin nx

 
.(15)

By letting t tend to infinity in solution (15), we find that the function (12)
represents steady-state temperatures in the slab. In fact, conditions (10) consist of
Laplace’s equation in one dimension together with the conditions that the tem-
perature be 0 and u0 at x = 0 and x = π , respectively. Expression (9), in the form

U(x, t) = u(x, t)− (x),
reveals that U(x, t) is merely the desired solution minus the steady-state
temperatures.

Finally, note that one can replace the term x in solution (15) by its represen-
tation (14) and write that solution as

u(x, t) = 2u0

π

∞ 
n=1

(−1)n+1
n

(1− e−n
2kt ) sin nx.(16)

This alternative form can bemore useful in approximating u(x, t) by a few terms of
the series when t is small, since the factors 1−exp(−n2kt) are then small compared
to the factors exp(−n2kt) in expression (15). Hence the terms that are discarded
are smaller. The terms in series (15) are, of course, smaller when t is large.

PROBLEMS†

1. Let the initial temperature distribution be uniform over the slab in Example 1,
Sec. 39, so that f (x) = u0. Find u(x, t) and the flux (x0, t) = −Kux(x0, t) (see Sec. 22)
across a plane x = x0 (0 ≤ x0 ≤ π) when t > 0. Show that no heat flows across the
center plane x = π/2.

2. Suppose that f (x) = sin x in Example 1, Sec. 39. Find u(x, t) and verify the result fully.
Suggestion: Use the integration formula obtained in Problem 9, Sec. 5.
Answer: u(x, t) = e−kt sin x.

3. Let v(x, t) and w(x, t) denote the solutions found in Examples 1 and 2 in Sec. 39.
Assuming that those solutions are valid, show that the sum u = v + w gives a tem-
perature formula for a slab 0 ≤ x ≤ π whose faces x = 0 and x = π are kept at
temperatures 0 and u0, respectively, and whose initial temperature distribution is f (x).

4. Suppose that the conditions on the faces of the slab in Example 2, Sec. 39, are reversed,
so that

u(0, t) = u0 and u(π, t) = 0.
By replacing x with π − x in solution (15) in that example, show that the solution of
this new boundary value problem is

u(x, t) = u0

 
1− x

π
− 2

π

∞ 
n=1

1

n
e−n

2kt sin nx

 
.

†Only formal solutions of the boundary value problems here and in the sets of problems to follow

are expected, unless the problem specifically states that the solution is to be fully verified. Partial

verification is often easy and helpful.
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5. Let the face x = 0of the slab inProblem4bemaintainedat temperaturesu(0, t) = F(t),
instead of u(0, t) = u0, where F(t) is continuous and differentiable when t ≥ 0 and
where F(0) = 0. Use the solution in Problem 4 together with Duhamel’s principle in
Sec. 27 to show that

u(x, t) = 2k

π

∞ 
n=1

n sin nx

 t

0

F(τ )e−n
2k(t−τ)dτ.

(Compare with the example in Sec. 27.)

40. RELATED TEMPERATURE
PROBLEMS

As indicated inExample 2, Sec. 39, a givenboundary valueproblemcan sometimes
be reduced to one already solved. The examples in this and the following section
illustrate this further.

EXAMPLE 1. Consider the boundary value problem consisting of the
conditions

ut (x, t) = kuxx(x, t) (0 < x < c, t > 0),(1)

u(0, t) = 0, u(c, t) = 0, u(x, 0) = f (x).(2)

This is the problem for the temperatures in an infinite slab that was solved in
Example 1, Sec. 39,when c = π . It is also theproblemofdetermining temperatures
in a bar of uniform cross section, such as one in the shape of a right circular cylinder
(Fig. 32), when its bases in the planes x = 0 and x = c are kept at temperature zero,
its lateral surface is insulated and parallel to the x axis, and its initial temperatures
are f (x) (0 < x < c).

u   0 u   0

x   c

x

x   0

u(x, 0)   f (x)

FIGURE 32

The problem in Example 1, Sec. 39, where c = π, suggests that we make the
substitution

s = πx

c
(3)

in the problem here and then refer to the solution in that earlier example. Since

∂u

∂x
= ∂u

∂s

ds

dx
= π

c

∂u

∂s

and

∂2u

∂x2
= ∂

∂x

 
∂u

∂x

 
= ∂

∂s

 
π

c

∂u

∂s

 
ds

dx
= π2

c2
∂2u

∂s2
,
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equation (1) becomes

∂u

∂t
=
 
π2k

c2

 
∂2u

∂s2
(0 < s < π, t > 0).(4)

Conditions (2) tell us that

u = 0 when s = 0 and u = 0 when s = π(5)

and that

u = f
 cs
π

 
when t = 0.(6)

Except for notation, conditions (4), (5), and (6)makeup the earlier boundary
value problem in Example 1, Sec. 39. From that example, we know that

u =
∞ 
n=1

Bn exp

 
−n2π2k

c2
t

 
sin ns,

where

Bn =
2

π

 π

0

f
 cs
π

 
sin ns ds (n = 1, 2, . . .).

Finally, then, substitution (3) gives us the solution of the boundary value problem
(1)–(2):

u(x, t) =
∞ 
n=1

Bn exp

 
−n2π2k

c2
t

 
sin

nπx

c
,(7)

where

Bn =
2

c

 c

0

f (x) sin
nπx

c
dx (n = 1, 2, . . .).(8)

EXAMPLE 2. Suppose that the face x = 0 of a slab of thickness π is kept
at temperature zero and that the face x=π is insulated. Then, in addition to
satisfying the heat equation

ut (x, t) = kuxx(x, t) (0 < x < π, t > 0),(9)

u satisfies the homogeneous conditions

u(0, t) = 0 and ux(π, t) = 0 (t > 0).(10)

Also, let the initial temperatures be

u(x, 0) = f (x) (0 < x < π),(11)

where f is piecewise smooth. By writing u = X(x)T(t) and separating variables
in conditions (9) and (10), we find that

X   (x)+ λX(x) = 0, X(0) = 0, X  (π) = 0.
Although this problem in Xcan be treated bymethods to be developed in Chap. 8,
we are not fully prepared to handle it at this time. The stated temperature problem
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can, however, be solved here by considering a related problem in a larger slab
0 ≤ x ≤ 2π (Fig. 33).

O x

u   0

x    x   2 

u   0u(x, 0)   f(x) u(x, 0)   f (2  – x)

FIGURE 33

Let the two faces x = 0 and x = 2π of that larger slab be kept at temperature
zero, and let the initial temperatures be

u(x, 0) = F(x) (0 < x < 2π)(12)

where

F(x) =
 

f (x) when 0 < x < π,

f (2π − x) when π < x < 2π.
(13)

The function F is a piecewise smooth extension of the function f on the interval
0 < x < 2π , and the graph of y = F(x) is symmetric with respect to the line x = π .
This procedure is suggested by the fact that with the initial condition (12) no heat
will flow across the midsection x = π of the larger slab. So, when the variable x is
restricted to the interval 0 < x < π , the temperature function for the larger slab
will be the desired one for the original slab.

According to Example 1, the temperature function for the larger slab is

u(x, t) =
∞ 
n=1

Bn exp

 
−n2k

4
t

 
sin

nx

2
,(14)

where Bn are the coefficients in the Fourier sine series for the function F on the
interval 0 < x < 2π :

Bn =
1

π

 2π

0

F(x) sin
nx

2
dx (n = 1, 2, . . .).

This integral can be written in terms of the original function f (x) by simply refer-
ring to Problem 6, Sec. 15, which tells us that

Bn =
1− (−1)n

π

 π

0

f (x) sin
nx

2
dx (n = 1, 2, . . .);

that is, B2n = 0 and

B2n−1 =
2

π

 π

0

f (x) sin
(2n− 1)x

2
dx (n = 1, 2, . . .).(15)
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Solution (14) then becomes

u(x, t) =
∞ 
n=1

B2n−1 exp
 
− (2n− 1)

2k

4
t

 
sin
(2n− 1)x

2
,(16)

with coefficients (15).

PROBLEMS

1. The initial temperature of a slab 0 ≤ x ≤ π is zero throughout, and the face x = 0 is
kept at that temperature. Heat is supplied through the face x = π at a constant rate
A(A> 0) per unit area, so that Kux(π, t) = A(see Sec. 26). Write

u(x, t) = U(x, t)+ (x)
and use the solution of the problem in Example 2, Sec. 40, to derive the expression

u(x, t) = A

K

 
x + 8

π

∞ 
n=1

(−1)n
(2n− 1)2 exp

 
− (2n− 1)

2k

4
t

 
sin
(2n− 1)x

2

 

for the temperatures in this slab.

2. Solve this temperature problem by making the substitution s = πx, proceeding as in
Example 1, Sec. 40, and then referring to solution (15) that was obtained in Example 2,
Sec. 39:

ut (x, t) = kuxx(x, t) (0 < x < 1, t > 0),

u(0, t) = 0, u(1, t) = u0, u(x, 0) = 0.

Answer: u(x, t) = u0

 
x + 2

π

∞ 
n=1

(−1)n
n

e−n
2π2kt sin nπx

 
.

3. Let v(x, t) denote temperatures in a slender wire lying along the x axis. Variations of
the temperature over each cross section are to be neglected. At the lateral surface, the
linear law of surface heat transfer between the wire and its surroundings is assumed to
apply (see Problem 6, Sec. 27). Let the surroundings be at temperature zero; then

vt (x, t) = kvxx(x, t)− bv(x, t),

where b is a positive constant. The ends x = 0 and x = c of the wire are insulated
(Fig. 34), and the initial temperature distribution is f (x). Solve the boundary value
problem for v by separation of variables. Then show that

v(x, t) = u(x, t) e−bt

where u is the temperature function found in Sec. 36.

O x   c

0 

0 

FIGURE 34



122 BOUNDARY VALUE PROBLEMS CHAP. 5

4. Solve the boundary value problem consisting of the differential equation

ut (x, t) = uxx(x, t)− bu(x, t) (0 < x < π, t > 0),

where b is a positive constant, and the boundary conditions

u(0, t) = 0, u(π, t) = 1, u(x, 0) = 0.

Also, give a physical interpretation of this problem (see Problem 3).
Suggestion: The Fourier series for sinh ax in Example 2, Sec. 19, is useful here.

Answer: u(x, t) = sinh x
√
b

sinhπ
√
b
+ 2

π
e−bt

∞ 
n=1
(−1)n n

n2 + b
e−n

2t sin nx.

41. TEMPERATURES IN A SPHERE

In this section we consider temperatures u(r, t) in a solid sphere r ≤ 1 with certain
boundary and initial conditions. The variable r is, of course, the spherical coordi-
nate in Sec. 24, and u is independent of the other coordinates φ and θ . It follows
from expression (8), Sec. 24, for the laplacian that

∇2u = 1

r
(ru)rr

and hence that the heat equation ut = k∇2u to be used here takes the form

ut =
k

r
(ru)rr (0 < r < 1, t > 0).(1)

EXAMPLE 1. In this example, the solid sphere is initially at temperatures
f (r) and its surface r = 1 is kept at temperature zero (Fig. 35). The differential
equation (1) and the boundary conditions

u(1, t) = 0, u(r, 0) = f (r)(2)

evidently make up the boundary value problem for the temperatures u(r, t) in the
sphere.

To solve this problem, we introduce the function

U(r, t) = ru(r, t)(3)

O

r   1

u   0

u(r, 0)   f (r)

FIGURE 35
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to obtain the new boundary value problem

Ut (r, t) = kUrr (r, t) (0 < r < 1, t > 0),(4)

U(0, t) = 0, U(1, t) = 0, U(r, 0) = r f (r)(5)

in U(r, t). The first of conditions (5) follows from relation (3) and the fact that
u(r, t) is expected to be continuous at the center r = 0 of the sphere. The solution
of the problem consisting of conditions (4) and (5) follows immediately from the
final result in Example 1, Sec. 40, when c = 1 there. In view of relation (3), then,
we arrive at the temperatures in our sphere:

u(r, t) = 1

r

∞ 
n=1

Bn exp(−n2π2kt) sin nπr(6)

where

Bn = 2
 1

0

r f (r) sin nπrdr (n = 1, 2, . . .).(7)

EXAMPLE 2. Consider now the same sphere as in Example 1, but let the
surface r = 1 be at temperature F(t), where F(t) is continuous and differentiable
when t ≥ 0 and where F(0) = 0. Also, suppose that the initial temperature of the
sphere is zero. The boundary value problem is, then, equation (1) together with
the conditions

u(1, t) = F(t), u(r, 0) = 0.(8)

By writingU(r, t) = ru(r, t), as we did in Example 1, we have the boundary
value problem

Ut (r, t) = kUrr (r, t) (0 < r < 1, t > 0),(9)

U(0, t) = 0, U(1, t) = F(t), U(r, 0) = 0.(10)

Now, according to Problem 2, Sec. 40, the problem

vt (r, t) = kvrr (r, t) (0 < r < 1, t > 0),

v(0, t) = 0, v(1, t) = 1, v(r, 0) = 0
has solution

v(r, t) = r + 2

π

∞ 
n=1

(−1)n
n

e−n
2π2kt sin nπr;

and Duhamel’s principle in Sec. 27 tells us that

U(r, t) =
 t

0

F(τ )vt (r, t − τ)dτ.(11)

Inasmuch as

vt (r, t) = 2πk
∞ 
n=1
(−1)n+1ne−n2π2kt sin nπr,
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it now follows from the relation u(r, t) = U(r, t)/r and expression (11) that

u(t, t) = 2πk

r

∞ 
n=1
(−1)n+1n sin nπr

 t

0

e−n
2π2k(t−τ)F(τ )dτ.(12)

The special case in which F(t) = t is treated in Problem 1 below.

PROBLEMS

1. Derive this special case of the temperature function (12) in Example 2, Sec. 41, when
F(t) = t :

u(r, t) = t − 2

π3kr

∞ 
n=1

(−1)n+1
n3

 
1− e−n

2π2kt
 
sin nπr.

Suggestion: The summation formula (see Problem 1, Sec. 8)

2

π

∞ 
n=1

(−1)n+1
n

sin nπr = r (0 < r < 1)

will be useful here.

2. A solid sphere r ≤ 1 is initially at temperature zero, and its surface is kept at that
temperature. Heat is generated at a constant uniform rate per unit volume throughout
the interior of the sphere, so that the temperature function u = u(r, t) satisfies the
nonhomogeneous heat equation (see Sec. 23)

∂u

∂t
= k

r

∂2

∂r 2
(ru)+ q0 (0 < r < 1, t > 0),

where q0 is a positive constant. Make the substitution

u(r, t) = U(r, t)+ (r)
in the temperature problem for this sphere, whereU and are to be continuous when
r = 0. [Note that this continuity condition implies that r (r) tends to zero as r tends
to zero.] Then refer to the solution derived in Example 1, Sec. 41, to write the solution
of a new boundary value problem for U(r, t) and thus show that

u(r, t) = q0

kr

 
1

6
r(1− r 2)+ 2

π3

∞ 
n=1

(−1)n
n3

e−n
2π2kt sin nπr

 
.

Suggestion: It is useful to note that in view of the formula for the coefficients in
a Fourier sine series, the values of certain integrals that arise are, except for a constant
factor, the coefficients in the following series [see Problem 4(a), Sec. 8]:

r(1− r 2) = 12

π 3

∞ 
n=11

(−1)n+1
n3

sin nπr (0 < r < 1).

3. A hollow sphere 1 ≤ r ≤ 2 is initially at temperature zero. The interior surface is kept
at that temperature, and the outer one is maintained at a constant temperature u0. Set
up the boundary value problem for the temperatures

u = u(r, t) (1 < r < 2, t > 0)

and follow these steps to solve it:



SEC. 42 A SLABWITH INTERNALLY GENERATED HEAT 125

(a) Write v(r, t) = ru(r, t) to obtain a new boundary value problem for v(r, t). Then
put s = r − 1 to obtain the problem

vt = kvss (0 < s < 1, t > 0),

v = 0 when s = 0, v = 2u0 when s = 1,
v = 0 when t = 0.

(b) Use the result in Problem 2, Sec. 40, to write a solution of the boundary value
problem reached in part (a). Then show how it follows from the substitutions
made in part (a) that

u(r, t) = 2u0
 
1− 1

r
+ 2

πr

∞ 
n=1

(−1)n
n

e−n
2π2kt sin nπ(r – 1)

 
.

42. A SLABWITH INTERNALLY
GENERATED HEAT

We consider here the same infinite slab 0 ≤ x ≤ π as in Sec. 39, but we assume that
there is a source that generates heat at a rate per unit volume which depends on
time. The slab is initially at temperatures f (x), and both faces are maintained at
temperature zero. According to Sec. 22, the temperatures u(x, t) in the slab must
satisfy the modified form

ut (x, t) = kuxx(x, t)+ q(t) (0 < x < π, t > 0)(1)

of the one-dimensional heat equation, where q(t) is assumed to be a continuous
function of t . The conditions

u(0, t) = 0, u(π, t) = 0, and u(x, 0) = f (x)(2)

complete the statement of this boundary value problem.
Since the differential equation (1) is nonhomogeneous, the method of sep-

aration of variables cannot be applied directly. We shall use here, instead, the
method of variation of parameters. Also called the method of eigenfunction ex-
pansions, it is often useful when the differential equation is nonhomogeneous,
especially when the term making it so is time-dependent. To be specific, we seek
a solution of the boundary value problem in the form

u(x, t) =
∞ 
n=1

Bn(t) sin nx(3)

of a Fourier sine series whose coefficients Bn(t) are differentiable functions of t .
The form (3) is suggested by Example 1, Sec. 39, where the problem is the same
as this one when q(t) ≡ 0 in equation (1). We anticipate that the function q(t) in
equation (1) will cause the coefficients Bn in the solution

u(x, t) =
∞ 
n=1

Bn e
−n2kt sin nx

that we obtained for the homogeneous part of that earlier problem to depend on
t . Instead of writing the coefficients of sin nx as

Bn(t) e
−n2kt ,
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we simply write Bn(t) since it is only important that these coefficients depend on t
and that theydonotdependon x. Soourapproachhere is to startwithageneralized
linear combination, with coefficients depending on t , of the eigenfunctions

Xn(x) = sin nx (n = 1, 2, . . .)

of the Sturm-Liouville problem arising in Example 1, Sec. 39. The reader will
note that the method of finding a solution of the form (3) is similar in spirit to
the method of variation of parameters used in solving linear ordinary differential
equations that are nonhomogeneous.

We assume that series (3) can be differentiated term by term. Then, by
substituting it into equation (1) and recalling [Problem 1(b), Sec. 5] that

1 =
∞ 
n=1

2 [1− (−1)n]
nπ

sin nx (0 < x < π),

we may write

∞ 
n=1

B n(t) sin nx = k

∞ 
n=1
[−n2Bn(t)] sinnx + q(t)

∞ 
n=1

2 [1− (−1)n]
nπ

sin nx,

or

∞ 
n=1
[B n(t)+ n2kBn(t)] sinnx =

∞ 
n=1

2 [1− (−1)n]
nπ

q(t) sin nx.

By identifying the coefficients in the sine series on each side of this last equation,
we now see that

B n(t)+ n2kBn(t) =
2 [1− (−1)n]

nπ
q(t) (n = 1, 2, . . .).(4)

Moreover, according to the third of conditions (2),

∞ 
n=1

Bn(0) sin nx = f (x) (0 < x < π);

and this means that

Bn(0) = bn (n = 1, 2, . . .),(5)

where bn are the coefficients

bn =
2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .)(6)

in the Fourier sine series for f (x) on the interval 0 < x < π .
For each value of n, equations (4) and (5) make up an initial value problem

in ordinary differential equations. To solve the linear differential equation (4), we
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observe that an integrating factor is†

exp

  
n2kdt

 
= exp n2kt.

Multiplication through equation (4) by this integrating factor puts it in the form

d

dt
[en

2kt Bn(t)] =
2 [1− (−1)n]

nπ
en

2ktq(t),

where the left-hand side is an exact derivative. If we replace the variable t here
by τ and integrate each side from τ = 0 to τ = t , we find that

[en
2kτBn(τ )]

t

0
= 2 [1− (−1)n]

nπ

 t

0

en
2kτq(τ ) dτ.

In view of condition (5), then,

Bn(t) = bn e
−n2kt + 2 [1− (−1)

n]

nπ

 t

0

e−n
2k(t−τ)q(τ ) dτ.(7)

Finally, by substituting this expression for Bn(t) into series (3), we arrive at the
formal solution of our boundary value problem:

u(x, t) =
∞ 
n=1

bn e
−n2kt sin nx(8)

+ 4

π

∞ 
n=1

sin(2n− 1)x
2n− 1

 t

0

e−(2n−1)
2k(t−τ)q(τ ) dτ.

Observe that the first of these series represents the solution of the boundary value
problem in Example 1, Sec. 39, where q(t) ≡ 0.

To illustrate how interesting special cases of solution (8) are readily obtained,
supposenowthat f (x) ≡ 0 in the thirdof conditions (2) and thatq(t) is the constant
function q(t) = q0. Since bn = 0 (n = 1, 2, . . .) and t

0

e−(2n−1)
2k(t−τ)q0 dτ =

q0

k
· 1− exp[−(2n− 1)

2kt]

(2n− 1)2 ,

solution (8) reduces to‡

u(x, t) = 4q0

πk

∞ 
n=1

1− exp[−(2n− 1)2kt]
(2n− 1)3 sin (2n− 1)x.(9)

†The reader will recall that any linear first-order equation y + p(t)y = g(t) has an integrating factor

of the form exp[
 
p(t) dt]. See, for instance, the book by Boyce and DiPrima (2009, Sec. 2.1), listed in

the Bibliography.
‡This result occurs, for example, in the theory of gluing ofwoodwith the aid of radio-frequency heating.

SeeG.H.Brown,Proc. Inst. RadioEngrs., vol. 31, no. 10, pp. 537–548, 1943,where operationalmethods

are used.
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In view of the Fourier sine series representation (Problem 5, Sec. 5)

x(π − x) = 8

π

∞ 
n=1

sin(2n− 1)x
(2n− 1)3 (0 < x < π),

solution (9) can also be written

u(x, t) = q0

2k
x(π − x)− 4q0

πk

∞ 
n=1

exp[−(2n− 1)2kt]
(2n− 1)3 sin (2n− 1)x.(10)

(See remarks at the end of Example 2, Sec. 39.)

PROBLEMS

1. The boundary value problem

ut (x, t) = uxx(x, t)+ x p(t) (0 < x < 1, t > 0),

u(0, t) = 0, u(1, t) = 0, u(x, 0) = 0

describes temperatures in an internally heated slab, where the units for t are chosen
so that the thermal conductivity k of the material can be taken as unity (compare with
Problem 3, Sec. 23). Solve this problem with the aid of the expansion (see Problem 1,
Sec. 8)

x = 2

π

∞ 
n=1

(−1)n+1
n

sin nπx (0 < x < 1)

and using the method of variation of parameters.

Answer: u(x, t) = 2

π

∞ 
n=1

(−1)n+1
n

sin nπx

 t

0

e−n
2π2(t−τ) p(τ ) dτ .

2. Let u(x, t) denote temperatures in a slab 0 ≤ x ≤ 1 that is initially at temperature zero
throughout and whose faces are at temperatures

u(0, t) = 0 and u(1, t) = F(t),

where F(t) and F  (t) are continuous when t ≥ 0 and where F(0) = 0. The unit of time
is chosen so that the one-dimensional heat equation has the form ut (x, t) = uxx(x, t).
Write

u(x, t) = U(x, t)+ xF(t),

and observe how it follows from the stated conditions on the faces of the slab that

U(0, t) = 0 and U(1, t) = 0.

Transform the remaining conditions on u(x, t) into conditions on U(x, t), and then
refer to the solution found in Problem 1 to show that

u(x, t) = xF(t)+ 2

π

∞ 
n=1

(−1)n
n

sin nπx

 t

0

e−n
2π2(t−τ)F  (τ ) dτ.

(Compare with Example 3, Sec. 39.)
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3. Show that when F(t) = At , where A is a constant, the expression for u(x, t) obtained
in Problem 2 becomes

u(x, t) = A

 
xt + 2

π3

∞ 
n=1
(−1)n 1− exp(−n

2π 2t)

n3
sin nπx

 
.

4. A bar, with its lateral surface insulated, is initially at temperature zero, and its ends
x = 0 and x = c are kept at that temperature. Because of internally generated heat,
the temperatures in the bar satisfy the differential equation

ut (x, t) = kuxx(x, t)+ q(x, t) (0 < x < c, t > 0).

Use the method of variation of parameters to derive the temperature formula

u(x, t) = 2

c

∞ 
n=1

In(t) sin
nπx

c
,

where In(t) denotes the iterated integrals

In(t) =
 t

0

exp

 
−n2π 2k

c2
(t − τ)

  c

0

q(x, τ ) sin
nπx

c
dx dτ (n = 1, 2, . . .).

Suggestion: Write

q(x, t) =
∞ 
n=1

bn(t) sin
nπx

c
where bn(t) =

2

c

 c

0

q(x, t) sin
nπx

c
dx.

5. By writing c = 1, k= 1, and q(x, t) = x p(t) in the solution found in Problem 4, obtain
the solution already found in Problem 1.

6. Solve the boundary value problem (1)–(2) in Sec. 42 when q(t) = q0 by writing

u(x, t) = U(x, t)+ (x)
and referring to the solution of the problem treated in Example 1, Sec. 39.

Answer: u(x, t) = q0

2k
x(π − x)+

∞ 
n=1

bn e
−n2kt sin nx,

where

bn =
2

π

 π

0

 
f (x)− q0

2k
x(π − x)

 
sin nx dx (n = 1, 2, . . .).

7. Show thatwhen f (x) ≡ 0, the solution obtained in Problem6 can be put in the form (9),
Sec. 42.

8. Using a series of the form

u(x, t) = A0(t)+
∞ 
n=1

An(t) cos
nπx

c

and the expansion (see Example 1 in Sec. 8)

x2 = c2

3
+ 4c

2

π2

∞ 
n=1

(−1)n
n2

cos
nπx

c
(0 < x < c),

solve the following temperature problem for a slab 0 ≤ x ≤ c with insulated faces:

ut (x, t) = kuxx(x, t)+ ax2 (0 < x < c, t > 0),

ux(0, t) = 0, ux(c, t) = 0, u(x, 0) = 0,
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where a is a constant. Thus, show that

u(x, t) = ac2

 
t

3
+ 4c2

π4k

∞ 
n=1

(−1)n
n4

 
1− exp

 
−n2π 2k

c2
t

  
cos

nπx

c

 
.

9. The boundary value problem

∂u

∂t
= 1

r

∂2

∂r 2
(ru)+ q(t) (0 < r < 1, t > 0),

u(1, t) = 0, u(r, 0) = 0

for temperatures u = u(r, t) in a solid sphere with heat generated internally reduces to
Problem 2, Sec. 41, with k= 1, when q(t) = q0.

(a) By writing v(r, t) = ru(r, t) and transforming the problem here into a new one for
v(r, t) and then using the solution of Problem 1 above, show that

u(r, t) = 2

πr

∞ 
n=1

(−1)n+1
n

sin nπr

 t

0

e−n
2π2(t−τ)q(τ ) dτ.

(b) Show that when q(t) = q0, the solution obtained in part (a) becomes

u(r, t) = 2q0

π 3r

∞ 
n=1

(−1)n+1
n3

 
1− e−n

2π2t

 
sin nπr.

(c) Use the Fourier sine series in the suggestion with Problem 2, Sec. 41, to put the
solution in part (b) in the form

u(r, t) = q0

r

 
1

6
r(1− r 2)+ 2

π3

∞ 
n=1

(−1)n
n3

e−n
2π2t sin nπr

 
.

(This is the solution found in Problem 2, Sec. 41, when k= 1 there.)
10. Use the method of variation of parameters to solve the temperature problem

ut (x, t) = uxx(x, t)− b(t) u(x, t)+ q0 (0 < x < π, t > 0),

u(0, t) = 0, u(π, t) = 0, u(x, 0) = 0,

where q0 is a constant.
† (See Problem 6, Sec. 27.)

Answer: u(x, t) = 4q0

πa(t)

∞ 
n=1

sin(2n− 1)x
2n− 1

 t

0

e−(2n−1)
2(t−τ)a(τ ) dτ,

where

a(t) = exp
  t

0

b(σ ) dσ

 
.

†In finding an integrating factor for the ordinary differential equation that arises, it is useful to note

that
 t

0
b(σ ) dσ is an antiderivative of b(t).
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43. STEADY TEMPERATURES IN
RECTANGULAR COORDINATES

We now illustrate the use of the Fourier method in finding steady temperatures

u(x, y) in plates whose faces are insulated. According to Sec. 23, these temper-
atures must satisfy Laplace’s equation ∇2u = 0 in the interiors of the regions
occupied by the plates and are said to be harmonic there. The boundary value
problems in the following two examples are, in fact, Dirichlet problems (Sec. 31)
since each has prescribed values of u(x, y) along the entire boundary of the region
involved.

EXAMPLE1. Letu(x, y)beharmonic in the interior of a rectangular region
0 ≤ x ≤ a, 0 ≤ y ≤ b, so that

uxx(x, y)+ uyy(x, y) = 0 (0 < x < a, 0 < y < b).(1)

The boundary values are (Fig. 36)

u(0, y) = 0, u(a, y) = 0 (0 < y < b),(2)

u(x, 0) = 0, u(x, b) = f (x) (0 < x < a).(3)

O

b

y

a x

u   0  
2u   0 u   0

u   0

u   f(x)

FIGURE 36

With these boundary conditions, the function u(x, y) represents steady tem-
peratures in a plate 0 < x < a, 0 < y < b when u = f (x) on the edge y = b and
u = 0 on the other three edges. The function u(x, y) also represents the electro-
static potential in a space formed by the planes x = 0, x = a, y = 0, and y = b

when the space is free of charges and the planar surfaces are kept at potentials
given by conditions (2) and (3).

Separation of variables, with u= X(x)Y(y), transforms the homogeneous
conditions into the Sturm-Liouville problem

X   (x)+ λX(x) = 0, X(0) = 0, X(a) = 0,(4)

whose eigenvalues and eigenfunctions are (Sec. 35)

λn =
 nπ
a

 2
, Xn(x) = sin

nπx

a
(n = 1, 2, . . .),

as well as the equations

Y   (y)− λY(y) = 0, Y(0) = 0.(5)
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When λ is a particular eigenvalue λn of the Sturm-Liouville problem (4), the
function Y(y) satisfying conditions (5) is found to be

Y(y) = C1

 
exp
 nπy

a

 
− exp

 
−nπy

a

  
,

where C1 denotes an arbitrary nonzero constant. Instead of writing C1 = 1, as we
have always done in such cases, let us write C1 = 1/2. Then

Yn(y) = sinh
nπy

a
(n = 1, 2, . . .).

Thus the function

u(x, y) =
∞ 
n=1

Bn sinh
nπy

a
sin

nπx

a
(6)

formally satisfies all of the conditions (1) through (3), provided that

f (x) =
∞ 
n=1

Bn sinh
nπb

a
sin

nπx

a
(0 < x < a).(7)

We assume that f is piecewise smooth. Then series (7) is the Fourier sine series
representation of f (x) on the interval 0 < x < a if

Bn sinh
nπb

a
= 2

a

 a

0

f (x) sin
nπx

a
dx (n = 1, 2, . . .).

The function defined by means of equation (6), with coefficients

Bn =
2

a sinh (nπb/a)

 a

0

f (x) sin
nπx

a
dx (n = 1, 2, . . .),(8)

is, therefore, our formal solution.
If the boundary conditions (3) are changed to

u(x, 0) = g(x), u(x, b) = 0 (0 < x < a),(9)

conditions (5) become

Y   (y)− λY(y) = 0, Y(b) = 0,
and so

Y(y) = C1

 
exp

nπy

a
− exp nπ(2b− y)

a

 
,

where C1 is an arbitrary nonzero constant. Then, by writing

C1 = −1
2
exp

 
−nπb

a

 
,

we have

Yn(y) = sinh
nπ(b− y)

a
.
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Hence the solution of our modified boundary value problem involving condi-
tions (9) instead of conditions (3) is

u(x, y) =
∞ 
n=1

Bn sinh
nπ(b− y)

a
sin

nπx

a
,(10)

where

Bn =
2

a sinh(nπb/a)

 a

0

g(x) sin
nπx

a
dx (n = 1, 2, . . .).(11)

This solution is, of course, expected since it can also be obtained by replacing y
by b− y in series (6) and f (x) by g(x) in expression (8).

EXAMPLE 2. We consider here steady temperatures u(x, y) in a semi-
infinite plate x ≥ 0, 0 ≤ y ≤ π , whose faces are insulated, when the edges are
kept at the temperatures shown in Fig. 37. The boundary value problem is, then,

uxx(x, y)+ uyy(x, y) = 0, (x > 0, 0 < y < π),(12)

u(x, 0) = 0, u(x, π) = 0 (x ≥ 0),(13)

u(0, y) = f (y) (0 < y < π).(14)

 
2u   0

u   0

u   0O

y

x

 

u   f (y)

FIGURE 37

We agree that f is piecewise smooth and that u(x, y) is to be bounded. So there is
a positive constantM such that |u(x, y)| ≤ M at all points in the plate. This bound-
edness condition serves as a condition at the missing right-hand end of the plate.

By substituting u = X(x)Y(y) into the homogeneous conditions (12) and
(13), we have the ordinary differential equation

X   (x)− λX(x) = 0(15)

and the Sturm-Liouville problem

Y   (y)+ λY(y) = 0, Y(0) = 0, Y(π) = 0.(16)

The eigenvalues and eigenfunctions of problem (16) are (Sec. 35)

λn = n2, Yn(y) = sin ny (n = 1, 2, . . .);
and, when λ is any one of the eigenvalues λn,

X(x) = C1e
nx + C2e

−nx (x > 0).
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Now enx →∞ as x →∞. So C1 = 0; and, except for constant factors,
Xn(x) = e−nx (n = 1, 2, . . .).

Consequently, the function

u(x, y) =
∞ 
n=1

Bne
−nx sin ny(17)

satisfies conditions (12) and (13)
Finally, since the nonhomogeneous condition (14) requires that

f (y) =
∞ 
n=1

Bn sin ny (0 < y < π),

we know that

Bn =
2

π

 π

0

f (y) sin ny dy (n = 1, 2, . . .).(18)

Expressions (17) and (18) thus make up the solutions of our boundary value
problem.

PROBLEMS

1. The faces and edges x= 0 and x=π (0< y<π) of a square plate 0≤ x≤π , 0≤ y≤π
are insulated. The edges y= 0 and y=π (0< x<π) are kept at temperatures 0 and
f (x), respectively. Let u(x, y) denote steady temperatures in the plate and derive the
expression

u(x, y) = A0 y+
∞ 
n=1

An sinh ny cos nx,

where

A0 =
1

π2

 π

0

f (x) dx and An =
2

π sinh nπ

 π

0

f (x) cos nx dx

(n = 1, 2, . . .).
Find u(x, y) when f (x) = u0, where u0 is a constant.

2. The faces and edge y = 0 (0 < x < π) of a rectangular plate 0 ≤ x ≤ π, 0 ≤ y ≤ y0 are
insulated.Theother three edges aremaintainedat the temperatures indicated inFig. 38.

 
2u   0

u   0

u   1u   0

O

y0

y

x 

FIGURE 38
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By making the substitution u(x, y) = U(x, y) +  (x) in the boundary value problem
for the steady temperatures u(x, y) in the plate and using the method described in
Example 2, Sec. 39, derive the temperature formula

u(x, y) = 1

π

 
x + 2

∞ 
n=1

(−1)n
n

· cosh ny
cosh ny0

sin nx

 
.

Suggestion: The series representation (Example 1, Sec. 5)

x = 2
∞ 
n=1

(−1)n+1
n

sin nx (0 < x < π)

is useful in finding U(x, y).

3. One edge of a square plate with insulated faces is kept at a uniform temperature u0,
and the other three edges are kept at temperature zero. Without solving a boundary
value problem, but by superposition of solutions of like problems to obtain the trivial
case in which all four edges are at temperature u0, show why the steady temperature
at the center of the given plate must be u0/4.

4. Suppose that in the plate described in Example 2, Sec. 43, there is a heat source de-
pending on the variable y and that the entire boundary is kept at temperature zero.
According to Sec. 23, the steady temperatures u(x, y) in the plate must now satisfy
Poisson’s equation

uxx(x, y)+ uyy(x, y)+ q(y) = 0 (x > 0, 0 < y < π).

(a) By assuming a (bounded) solution of the form

u(x, y) =
∞ 
n=1

Bn(x) sin ny

of this temperature problem and using the method of variation of parameters
(Sec. 42), show formally that

Bn(x) =
qn

n2
(1− e−nx) (n = 1, 2, . . .),

where qn are the coefficients in the Fourier sine series for q(y) on the interval
0 < y < π .

(b) Show that when q(y) is the constant function q(y)=Q, the solution in part (a)
becomes

u(x, y) = 4Q

π

∞ 
n=1

1− exp [−(2n− 1)x]
(2n− 1)3 sin(2n− 1)y.

Suggestion: In part (a), recall that the general solution of a linear second-order
equation y   + p(x)y = g(x) is of the form y= yc + yp, where yp is any particular
solution and yc is the general solution of the complementary equation

y   + p(x)y = 0.†

5. Derive an expression for the bounded steady temperatures u(x, y) in a semi-infinite
slab 0 ≤ x ≤ c, y ≥ 0 whose faces in the planes x= 0 and x= c are insulated and where
u(x, 0) = f (x). Assume that f is piecewise smooth on the interval 0 < x < c.

†See, for instance, the book by Boyce and DiPrima (2009, Sec. 3.5), listed in the Bibliography.



136 BOUNDARY VALUE PROBLEMS CHAP. 5

44. STEADY TEMPERATURES IN
CYLINDRICAL COORDINATES

In this section,we solve twoboundary value problems involving cylindrical coordi-
nates. Thefirst is aDirichlet problem, and the second involves steady temperatures
in a long rod part of whose surface is insulated.

EXAMPLE 1. Let u(ρ, φ) denote a function of the cylindrical, or polar,
coordinates ρ and φ that is harmonic in the domain 1<ρ <b, 0<φ<π of the
plane z= 0 (Fig. 39). Thus, (Sec. 24)

ρ2uρρ(ρ, φ)+ ρuρ(ρ, φ)+ uφφ(ρ, φ) = 0 (1 < ρ < b, 0 < φ < π).(1)

Suppose further that

u(ρ, 0) = 0, u(ρ, π) = 0 (1 < ρ < b),(2)

u(1, φ) = 0, u(b, φ) = u0 (0 < φ < π),(3)

where u0 is a constant.

u   0

u   0

 
2u   0

u   u0

u   01O b

 

 

FIGURE 39

Substituting u = R(ρ) (φ) into the homogeneous conditions and separating
variables, we find that

ρ2R   (ρ)+ ρR (ρ)− λR(ρ) = 0, R(1) = 0(4)

and

   (φ)+ λ (φ) = 0,  (0) = 0,  (π) = 0.(5)

Except for notation, the problem in is the Sturm-Liouville problem (4) in
Sec. 35 with c = π . The eigenvalues and eigenfunctions are

λn = n2,  n(φ) = sin nφ (n = 1, 2, . . .).
The corresponding functions Rn(ρ) are determined by solving the differential
equation

ρ2R   (ρ)+ ρR (ρ)− n2R(ρ) = 0 (1 < ρ < b),

where R(1) = 0. This is a Cauchy-Euler equation (see Problem 1), and the substi-
tution ρ = exp s transforms it into the differential equation

d2R

ds2
− n2R= 0.
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Hence

R= C1 e
ns + C2 e

−ns;
and because s = ln ρ,

R(ρ) = C1 e
n ln ρ + C2 e

−n ln ρ = C1 ρ
n + C2 ρ

−n.

In view of the condition R(1) = 0, it follows thatC2 = −C1. So, except for constant
factors, the desired functions of ρ are

Rn(ρ) = ρn − ρ−n (n = 1, 2, . . .).
Formally, then,

u(ρ, φ) =
∞ 
n=1

Bn (ρ
n − ρ−n) sin nφ

where, according to the second of conditions (3), the constants Bn are such that

u0 =
∞ 
n=1

Bn (b
n − b−n) sin nφ (0 < φ < π).

Since this is in the form of a Fourier sine series representation for the constant
function u0 on the interval 0 < φ < π ,

Bn (b
n − b−n) = 2

π

 π

0

u0 sin nφ dφ =
2u0

π
· 1− (−1)

n

n
(n = 1, 2, . . .).

The complete solution of our Dirichlet problem is, therefore,

u(ρ, φ) = 2u0

π

∞ 
n=1

ρn − ρ−n
bn − b−n

· 1− (−1)
n

n
sin nφ,

or

u(ρ, φ) = 4u0

π

∞ 
n=1

ρ2n−1 − ρ−(2n−1)
b2n−1 − b−(2n−1)

· sin (2n− 1)φ
2n− 1 .(6)

EXAMPLE 2. Using cylindrical coordinates, let us derive an expression for
the steady temperatures u = u(ρ, φ) in a long rod, with a uniform semicircular
cross section and occupying the region 0 ≤ ρ ≤ a, 0 ≤ φ ≤ π , when it is insulated
on its planar surface and maintained at temperatures f (φ) on the semicircular
part (Fig. 40). The reader will find that the fundamental difference between this
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FIGURE 40
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example and Example 1 is that the origin was not on the boundary in the first
example but it is in this one.

As in Example 1, u(ρ, φ) satisfies Laplace’s equation

ρ2uρρ(ρ, φ)+ ρuρ(ρ, φ)+ uφφ(ρ, φ) = 0,(7)

but now in the domain 0 < ρ < a, 0 < φ < π . It also satisfies the homogeneous
conditions (see Example 2, Sec. 26)

uφ(ρ, 0) = 0, uφ(ρ, π) = 0 (0 < ρ < a),(8)

as well as the nonhomogeneous one

u(a, φ) = f (φ) (0 < φ < π).(9)

The function f is understood to be piecewise smooth and therefore bounded. We
assume further that |u(ρ, φ)| ≤ M, where M denotes some positive constant. The
need for such a boundedness condition is physically evident and has been only
tacitly assumed inmost earlier problems.Here it serves as a condition at the origin,
whichmay be thought of as the limiting case of a smaller semicircle (compare with
Fig. 39 in Example 1) as its radius tends to zero.

Substituting u = R(ρ) (φ) into the homogeneous conditions (7) and (8)
leads to the condition

ρ2R   (ρ)+ ρR (ρ)− λR(ρ) = 0 (0 < ρ < a)(10)

on R(ρ) and to the Sturm-Liouville problem

   (φ)+ λ (φ) = 0,   (0) = 0,   (π) = 0,(11)

whose eigenvalues and eigenfunctions are

λ0 = 0, λn = n2 (n = 1, 2, . . .)
and

 0(φ) = 1,  n(φ) = cos nφ (n = 1, 2, . . .),
according to Sec. 35.

Equation (10) is a Cauchy-Euler equation, similar to the one in Example 1;
and with the substitution ρ = exp s, Problem 1 tells us that it becomes

d2R

ds2
= 0

when λ = λ0. So, for the eigenvalue λ0,
R= As + B= A lnρ + B (0 < ρ < a),

where Aand B are constants. But since the product R(ρ) (φ) is expected to be
bounded in the domain 0 < ρ < a, 0 < φ < π and since ln ρ tends to −∞ as ρ
tends to 0 through positive values, the constant Amust be zero. Hence, except for
a constant factor,

R0(ρ) = 1.
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When λ = λn = n2 (n = 1, 2, . . .), our boundedness condition requires that the
constant C2 in the general solution

R(ρ) = C1 ρ
n + C2 ρ

−n = C1 ρ
n + C2

ρn
(0 < ρ < a)

of equation (10) be zero. Hence we may write

Rn(ρ) = ρn (n = 1, 2, . . .),
and the homogeneous conditions (7) and (8) are formally satisfied by the function

u(ρ, φ) = A0 +
∞ 
n=1

An ρ
n cos nφ,(12)

where the constants An (n = 0, 1, 2, . . .) are yet to be determined.
In view of the nonhomogeneous condition (9),

f (φ) = 2A0

2
+

∞ 
n=1

 
Ana

n
 
cos nφ (0 < φ < π).

Consequently,

A0 =
1

π

 π

0

f (φ) dφ and An =
2

πan

 π

0

f (φ) cos nφ dφ(13)

(n = 1, 2, . . .).
The complete solution of our boundary value problem is, then, given by

series (12) with coefficients (13). This solution can, of course, be alternatively
written as

u(ρ, φ) = 1

π

 π

0

f (ψ) dψ + 2

π

∞ 
n=1

 
ρ

a

 n
cos nφ

 π

0

f (ψ) cos nψ dψ,(14)

where the variable of integration ψ is to be distinguished from the free
variable φ.

PROBLEMS

1. If A, B, and C, are constants, the differential equation

Ax2y   + Bxy + C y = 0
is called aCauchy-Euler equation. Show that with the substitution x = exp s (s = ln x),
it can be transformed into the constant-coefficient differential equation

A
d2y

ds 2
+ (B− A)

dy

ds
+ C y = 0.

Suggestion: Use the chain rule to show that

y = dy

dx
= dy

ds

ds

dx
= e−s

dy

ds

and then

y   = (y  ) = e−s
dy 

ds
= e−s

d

ds

 
e−s

dy

ds

 
= e−2s

 
d2y

ds 2
− dy

ds

 
.
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2. Let the faces of a plate in the shape of a wedge 0 ≤ ρ ≤ a, 0 ≤ φ ≤ α in the first quad-
rant (Fig. 41) be insulated. Find the steady temperatures u(ρ, φ) in the platewhen u = 0
on the two rays φ = 0, φ = α (0 < ρ < a) and u = f (φ) on the arc ρ = a (0 < φ < α).
Assume that f is piecewise smooth and that u is bounded.

Answer: u(ρ, φ) = 2

α

∞ 
n=1

 
ρ

a

 nπ/α
sin

nπφ

α

 α

0

f (ψ) sin
nπψ

α
dψ .

O a

u   0

 
2u   0

u   f( )

u   0

 

FIGURE 41

3. Let ρ, φ, and z be cylindrical coordinates. Find the harmonic function u(ρ, φ) in the
domain 1 < ρ < b, 0 < φ < π/2 of the plane z= 0 when

u(1, φ) = 0, u(b, φ) = f (φ) (0 < φ < π/2)

and

uφ(ρ, 0) = 0, uφ(ρ, π/2) = 0 (1 < ρ < b).

Give a physical interpretation of this problem.

Answer: u(ρ, φ) = A0 ln ρ +
∞ 
n=1

An (ρ
2n − ρ−2n) cos 2nφ,

where

A0 =
2

π ln b

 π/2

0

f (φ) dφ

and

An =
4

π(b2n − b−2n)

 π/2

0

f (φ) cos 2nφ dφ (n = 1, 2, . . .).

45. A STRINGWITH PRESCRIBED
INITIAL CONDITIONS

In this section we examine the displacements in a string of finite length when three
different types of initial conditions are used.

(i) Prescribed Initial Displacements
Section 37 was devoted to solving the boundary value problem

ytt (x, t) = a2yxx(x, t) (0 < x < c, t > 0),(1)

y(0, t) = 0, y(c, t) = 0,(2)

y(x, 0) = f (x), yt (x, 0) = 0(3)
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for the transverse displacements y(x, t) in a finite string that starts with displace-
ments y = f (x) and is initially at rest.We recall that f was continuouson0 ≤ x ≤ c

and that

f (0) = f (c) = 0.
We obtained the solution

y(x, t) =
∞ 
n=1

Bn sin
nπx

c
cos

nπat

c
,(4)

where

Bn =
2

c

 c

0

f (x) sin
nπx

c
dx (n = 1, 2, . . .).(5)

Solution (4) is easily written in a closed form that does not involve infinite
series. We can do this with the aid of the trigonometric identity

2 sinA cosB= sin(A+ B)+ sin(A− B)

by first noting that

sin
nπx

c
cos

nπat

c
= 1

2

 
sin

nπ(x + at)

c
+ sin nπ(x − at)

c

 
.(6)

Series (4) then becomes

y(x, t) = 1

2

 ∞ 
n=1

Bn sin
nπ(x + at)

c
+

∞ 
n=1

Bn sin
nπ(x − at)

c

 
.(7)

Next, we let F denote the odd periodic extension, with period 2c, of the function f .
That is (see Fig. 42),

F(x) = f (x) when 0 ≤ x ≤ c

and

F(−x) = −F(x), F(x + 2c) = F(x) for all x.

 c c x2cO

y

y   f (x)

y   F(x)

FIGURE 42

Under the assumption that the Fourier sine series representation

f (x) =
∞ 
n=1

Bn sin
nπx

c
(0 < x < c)

is valid when coefficients (5) are used, it follows from the fact that each of the
functions sin(nπx/c) is odd and periodic with period 2c that F(x) is represented
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for all x by the same series:

F(x) =
∞ 
n=1

Bn sin
nπx

c
(−∞ < x <∞).(8)

Consequently, expression (7) can be written

y(x, t) = 1

2
[F(x + at)+ F(x − at)].(9)

(Compare with d’Alembert’s solution in Example 1, Sec. 30.) The form (9) of our
solution will be verified in Chap. 11 (Sec. 112).

(ii) Prescribed Initial Velocities
When, initially, the string is in its position of equilibrium y = 0 andhas a prescribed
distribution of velocities g(x) parallel to the y axis, the boundary value problem
for the displacements y(x, t) becomes

ytt (x, t) = a2yxx(x, t) (0< x< c, t > 0),(10)

y(0, t) = 0, y(c, t) = 0,(11)

y(x, 0) = 0, yt (x, 0) = g(x).(12)

If the xy plane, with the string lying on the x axis, is moving parallel to the y axis
and is brought to rest at the instant t = 0, the function g(x) is a constant. The
hammer action in a piano may produce approximately a uniform initial velocity
over a short span of a piano wire, in which case g(x) may be considered to be a
step function.

As in Sec. 37, we seek functions of the type y = X(x)T(t) that satisfy all of
the homogeneous conditions in the boundary value problem. The Sturm-Liouville
problem that arises is the same as the one in Sec. 37:

X   (x)+ λX(x) = 0, X(0) = 0, X(c) = 0.
We recall that the eigenvalues and corresponding eigenfunctions are

λn =
 nπ
c

 2
, Xn(x) = sin

nπx

c
(n = 1, 2, . . .).

Since the conditions on T(t) are

T   (t)+ λa2T(t) = 0, T(0) = 0,
the corresponding functions of t are, except for constant factors,

Tn(t) = sin
nπat

c
(n = 1, 2, . . .).

Thus the homogeneous conditions in the boundary value problem are for-
mally satisfied by the function

y(x, t) =
∞ 
n=1

Cn sin
nπx

c
sin

nπat

c
,(13)
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where the constants Cn must be determined. To find those constants, we use
expression (13) to write

yt (x, t) =
∞ 
n=1

nπa

c
Cn sin

nπx

c
cos

nπat

c
;(14)

and, from this and the second of conditions (12), we see that

g(x) =
∞ 
n=1

nπa

c
Cn sin

nπx

c
(0 < x < c).(15)

Because this is a Fourier sine series for g(x) on 0 < x < c, then,

nπa

c
Cn =

2

c

 c

0

g(x) sin
nπx

c
dx (n = 1, 2, . . .).

That is,

Cn =
2

nπa

 c

0

g(x) sin
nπx

c
dx (n = 1, 2, . . .).(16)

We can sum the series (13), with the aid of expressions (14) and (6), by
writing

yt (x, t) =
1

2

 ∞ 
n=1

nπa

c
Cn sin

nπ(x + at)

c
+

∞ 
n=1

nπa

c
Cn sin

nπ(x − at)

c

 

and noting how it follows from representation (15) that

yt (x, t) =
1

2
[G(x + at)+G(x − at)]

where G is the odd periodic extension, with period 2c, of the function g. Then,
since y(x, 0) = 0, we have†

y(x, t) = 1

2

  t

0

G(x + aτ) dτ +
 t

0

G(x − aτ) dτ

 
.

After substituting s = x + aτ in the first of these integrals and s = x − aτ in the
second, we arrive at the expression

y(x, t) = 1

2a

  x+at

x

G(s) ds −
 x−at

x

G(s) ds

 
,

or

y(x, t) = 1

2a

 x+at

x−at
G(s) ds.(17)

(iii) Initial Displacements and Velocities both Specified
If points on the string are given both nonzero initial displacements and nonzero
initial velocities, so that

y(x, 0) = f (x) and yt (x, 0) = g(x),(18)

†See also the footnote with Problem 10, Sec. 42, regarding antiderivatives.
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the displacements y(x, t) can be written as the sum

y(x, t) = 1

2
[F(x + at)+ F(x − at)]+ 1

2a

 x+at

x−at
G(s) ds(19)

of the solutions (9) and (17) above. (Compare with Problem 2, Sec. 30.) To see
that this is so, let Y(x, t) and Z(x, t) denote those two solutions, respectively. The
principle of superposition in Sec. 33, applied to just two functions, ensures that
the sum

y(x, t) = Y(x, t)+ Z(x, t)

satisfies the linear homogeneous conditions (1) and (2), which are the same as
conditions (10) and (11). Furthermore, in view of conditions (3) and (12),

y(x, 0) = Y(x, 0)+ Z(x, 0) = f (x)+ 0 = f (x)

and

yt (x, 0) = Yt (x, 0)+ Zt (x, 0) = 0+ g(x) = g(x).

In general, the solution of a linear problem containing more than one non-
homogeneous condition can be written as a sum of solutions of problems each of
which contains only one nonhomogeneous condition. The resolution of the origi-
nal problem in this way, although not an essential step, often simplifies the process
of solving it.

PROBLEMS

1. A string is stretched between the fixed points 0 and 1 on the x axis and released at
rest from the position y = A sinπx, where Ais a constant. Obtain from expression (9),
Sec. 45, the subsequent displacements y(x, t), and verify the result fully. Sketch the
position of the string at several instants of time.

Answer: y(x, t) = A sinπx cosπat .

2. Solve Problem 1when the initial displacement there is changed to y = B sin 2πx, where
B is a constant.

Answer: y(x, t) = B sin 2πx cos 2πat.

3. Show why the sum of the two functions y(x, t) found in Problems 1 and 2 represents
the displacements after the string is released at rest from the position

y = Asinπx + B sin 2πx.

4. A string, stretched between the points 0 and π on the x axis and initially at rest, is
released from the position y = f (x). Its motion is opposed by air resistance, which is
proportional to the velocity at each point (Sec. 28). Let the unit of time be chosen so
that the equation of motion becomes

ytt (x, t) = yxx(x, t)− 2βyt (x, t) (0 < x < π, t > 0),

where β is a positive constant. Assuming that 0 < β < 1, derive the expression

y(x, t) = e−βt
∞ 
n=1

Bn

 
cosαnt +

β

αn
sinαnt

 
sin nx,
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where

αn =
 
n2 − β2, Bn =

2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .),

for the transverse displacements.

5. Suppose that the string in Problem 4 is initially straight with a uniform velocity in the
direction of the y axis, as if a moving frame supporting the endpoints is brought to
rest at the instant t = 0. The transverse displacements y(x, t) thus satisfy the same
differential equation, where 0 < β < 1, and the boundary conditions

y(0, t) = y(π, t) = 0, y(x, 0) = 0, yt (x, 0) = v0.

Derive this expression for those displacements:

y(x, t) = 4v0

π
e−βt

∞ 
n=1

sin(2n− 1)x
(2n− 1)αn

sinαnt,

where αn =
 
(2n− 1)2 − β2.

6. The ends of a stretched string are fixed at the origin and at the point x = π on the
horizontal x axis. The string is initially at rest along the x axis and then drops under
its own weight. The vertical displacements y(x, t) thus satisfy the differential equation
(Sec. 28)

ytt (x, t) = a2yxx(x, t)− g (0 < x < π, t > 0),

where g is acceleration due to gravity.

(a) Use the method of variation of parameters (Sec. 42) to derive the expression

y(x, t) = 4g

πa2

 ∞ 
n=1

sin(2n− 1)x
(2n− 1)3 cos(2n− 1)at − π

8
x(π − x)

 

for those displacements.
(b) With the aid of the trigonometric identity

2 sinA cosB= sin(A+ B)+ sin(A− B),

show that the expression found in part (a) can be put in the closed form

y(x, t) = g

2a2

 
P(x + at)+ P(x − at)

2
− x(π − x)

 

where the function P(x) is the odd periodic extension, with period 2π , of the
function x(π − x) (0 ≤ x ≤ π).
Suggestion: In both parts (a) and (b), the Fourier sine series representation

(Problem 5, Sec. 5)

x(π − x) = 8

π

∞ 
n=1

sin(2n− 1)x
(2n− 1)3 (0 ≤ x ≤ π)

is needed. Also, for part (a), see the suggestion with Problem 4, Sec. 43.
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46. RESONANCE

A stretched string, of length unity and with fixed ends, is initially at rest in its
position of equilibrium. A simple periodic transverse force acts uniformly on all
elements of the string, so that the transverse displacements y(x, t) satisfy this
modified form (see Sec. 28) of the wave equation:

ytt (x, t) = yxx(x, t)+ A sinωt (0 < x < 1, t > 0),(1)

where A is a constant. Equation (1) and the boundary conditions

y(0, t) = 0, y(1, t) = 0,(2)

y(x, 0) = 0, yt (x, 0) = 0,(3)

just described, make up a boundary value problem to which the method of varia-
tion of parameters (Sec. 42) can be applied.

We note from Sec. 37 that if the constant Awere actually zero, the Sturm-
Liouville problem arising would have eigenfunctions sinnπx (n= 1, 2, . . .).
Hence we seek a solution of our boundary value problem having the form

y(x, t) =
∞ 
n=1

Bn(t) sin nπx,(4)

where the coefficients Bn(t) are to be determined. To do this, we need the Fourier
sine series representation

1 =
∞ 
n=1

2 [1− (−1)n]
nπ

sin nπx (0 < x < 1),(5)

which is easily obtained by replacing x by πx in the known [Problem 1(b), Sec. 5]
representation

1 =
∞ 
n=1

2 [1− (−1)n]
nπ

sin nx (0 < x < π),

Substitution of series (4) and (5) into the differential equation (1) enables us to
write

∞ 
n=1

B  n(t) sin nπx =
∞ 
n=1
[−(nπ)2Bn(t)] sinnπx

+ Asinωt

∞ 
n=1

2[1− (−1)n]
nπ

sin nπx,

or
∞ 
n=1
[B  n(t)+ (nπ)2Bn(t)] sinnπx =

∞ 
n=1

2A[1− (−1)n]
nπ

sinωt sin nπx.

Thus,

B  n(t)+ (nπ)2Bn(t) =
2A[1− (−1)n]

nπ
sinωt (n = 1, 2, . . .),(6)
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and conditions (3) yield the initial conditions

Bn(0) = 0 and B n(0) = 0 (n = 1, 2, . . .)(7)

on Bn(t).
When n is replaced by 2n in equations (6) and (7), we have

B  
2n(t)+ (2nπ)2B2n(t) = 0,(8)

B2n(0) = 0, B 2n(0) = 0.(9)

Solving this initial value problem, we find that B2n(t) ≡ 0 (n = 1, 2, . . .). That is,
Bn(t) is identically equal to zero when n is even.

To find Bn(t) when n is odd, we replace n by 2n− 1 in equations (6) and (7)
and write

ωn = (2n− 1)π (n = 1, 2, . . .).(10)

The initial value problem for B2n−1(t) is then

B  
2n−1(t)+ ω2nB2n−1(t) =

4A

ωn
sinωt,(11)

B2n−1(0) = 0, B 2n−1(0) = 0.(12)

We may now refer to Problem 3 below. In that problem, methods learned in an
introductory course in ordinary differential equations are used to solve the initial
value problem

y  (t)+ a2y(t) = b sinωt,(13)

y(0) = 0, y (0) = 0,(14)

where a and b are constants.
To be specific, if ω  = a,

y(t) = b

ω2 − a2

 
ω

a
sin at − sinωt

 
.(15)

Thus, we see that if ω  =ωn for any value of n (n = 1, 2, . . .), the solution of
problem (11)–(12) is

B2n−1(t) =
4A

ωn
 
ω2 − ω2n

  ω
ωn
sinωnt − sinωt

 
(n = 1, 2, . . .);

and it follows from equation (4) that

y(x, t) = 4A
∞ 
n=1

sinωnx

ωn
 
ω2 − ω2n

  ω
ωn
sinωnt − sinωt

 
.(16)

It is also shown in Problem 3 that if ω= a, the solution of differential equa-
tion (13), with conditions (14), is

y(t) = b

2a

 
1

a
sin at − t cos at

 
.(17)
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Hence, when there is a value N of n (n = 1, 2, . . .) such that ω = ωN,

B2N−1(t) =
2A

ω2N

 
1

ωN

sinωNt − t cosωNt

 
.(18)

Because of the factor t with the cosine function here, this means that series (4)
contains an unstable component. Such a phenomenon is called resonance. The
periodic external force is evidently in resonancewith the stringwhen the frequency
ω of that force coincides with any one of the resonant frequencies (10). Those
frequencies depend, in general, on the physical properties of the string and the
manner in which it is supported.

PROBLEMS

1. The boundary value problem

ytt (x, t) = a2yxx(x, t)+ Ax sinωt (0 < x < c, t > 0),

y(0, t) = y(c, t) = 0, y(x, 0) = yt (x, 0) = 0
describes transverse displacements in a vibrating string. [Compare with equation (1),
Sec. 46, where the term that was A sinωt is now Ax sinωt .] Show that resonance occurs
when ω has one of the values

ωn =
nπa

c
(n = 1, 2, . . .).

2. Let a, b, and ω denote nonzero constants. The general solution of the ordinary differ-
ential equation

y  (t)+ a2y(t) = b sinωt

is of the form y = yc + yp, where yc is the general solution of the complementary
equation y  (t) + a2y(t) = 0 and yp is any particular solution of the original nonhomo-
geneous equation.†

(a) Suppose that ω  = a. After substituting

yp = A cosωt + B sinωt,

where Aand Bare constants, into the given differential equation, determine values
of Aand B such that yp is a solution. Thus, derive the general solution

y(t) = C1 cos at + C2 sin at +
b

a2 − ω2 sinωt

of that equation.
(b) Suppose that ω = a and find constants Aand B such that

yp = At cosωt + Bt sinωt

is a particular solution of the given differential equation. Thus obtain the general
solution

y(t) = C1 cos at + C2 sin at −
b

2a
t cos at.

†For themethod of solution to be used here, which is known as themethod of undetermined coefficients,

see, for instance, the book by Boyce andDiPrima (2009) or the one by Rainville, Bedient, and Bedient

(1997). Both books are listed in the Bibliography.
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3. Use the general solutions derived in Problem 2 to obtain the following solutions of the
initial value problem

y  (t)+ a2y(t) = b sinωt, y(0) = 0, y  (0) = 0:

y(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

b

ω2 − a2

 
ω

a
sin at − sinωt

 
when ω  = a,

b

2a

 
1

a
sin at − t cos at

 
when ω = a.

47. AN ELASTIC BAR

Boundary value problems for longitudinal displacements in elastic bars are similar
to problems for transverse displacements in a stretched string.

EXAMPLE. A cylindrical bar of natural length c is initially stretched by
an amount bc (Fig. 43) and starts its motion from rest. The initial longitudinal
displacements of its sections are then proportional to the distance from the fixed
end x = 0. At the instant t = 0, both ends are released and left free. The longitu-
dinal displacements y(x, t) satisfy the following boundary value problem, where
a2= E/δ (Sec. 29):

ytt (x, t) = a2yxx(x, t) (0 < x < c, t > 0),(1)

yx(0, t) = 0, yx(c, t) = 0,(2)

y(x, 0) = bx, yt (x, 0) = 0.(3)

The homogeneous two-point boundary conditions (2) state that the force per unit
area on the end sections is zero.

O x   c x

x bc
y(x, t)

FIGURE 43

The function y(x, t) can also be interpreted as representing transverse dis-
placements in a stretched string, released at rest from the position y(x, 0) = bx,
when the ends are looped around perfectly smooth rods lying along the lines x = 0
and x = c. In that case, a2 = H/δ; and the boundary conditions (2) state that no
forces act in the y direction at the ends of the string (see Sec. 28).

The products y = X(x)T(t) satisfy all of the homogeneous conditions above
when X(x) is an eigenfunction of the problem

X   (x)+ λX(x) = 0, X  (0) = 0, X  (c) = 0(4)

and when, for the same eigenvalue λ,

T  (t)+ λa2T(t) = 0, T (0) = 0.(5)
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Those eigenvalues are (Sec. 35)

λ0 = 0 and λn =
 nπ
c

 2
(n = 1, 2, . . .),

with eigenfunctions

X0(x) = 1 and Xn(x) = cos
nπx

c
(n = 1, 2, . . .).

The corresponding functions of t are

T0(t) = 1 and Tn(t) = cos
nπat

c
(n = 1, 2, . . .).

Formally, then, the generalized linear combination

y(x, t) = A0 +
∞ 
n=1

An cos
nπx

c
cos

nπat

c
(6)

satisfies conditions (1) through (3), provided that

bx = A0 +
∞ 
n=1

An cos
nπx

c
(0 < x < c).(7)

The coefficients in this Fourier cosine series, which is actually valid on the closed
interval 0 ≤ x ≤ c, are

A0 =
b

c

 c

0

x dx, An =
2b

c

 c

0

x cos
nπx

c
dx (n = 1, 2, . . .).

Consequently,

A0 =
bc

2
, An = −2bc

π2
· 1− (−1)

n

n2
(n = 1, 2, . . .);(8)

and we arrive at the solution

y(x, t) = bc

2
− 4bc
π2

∞ 
n=1

1

(2n− 1)2 cos
(2n− 1)πx

c
cos

(2n− 1)πat
c

.(9)

By a method already used in Sec. 45, we can put this series solution in closed
form, involving the even periodic extension P(x), with period 2c, of the function
bx (0 ≤ x ≤ c). To be specific, we know from the trigonometric identity

2 cosA cosB= cos(A+ B)+ cos(A− B)

that

2 cos
nπx

c
cos

nπat

c
= cos nπ(x + at)

c
+ cos nπ(x − at)

c
.

Hence expression (6) can be written

y(x, t) = 1

2

 
A0 +

∞ 
n=1

An cos
nπ(x + at)

c
+ A0 +

∞ 
n=1

An cos
nπ(x − at)

c

 
.(10)

But series (7) represents P(x) for all values of x when the values (8) of the coef-
ficients An (n = 0, 1, 2, . . .) are used. Hence expression (10), with those values of
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An, reduces to

y(x, t) = 1

2
[P(x + at)+ P(x − at)].(11)

This is the desired closed form of solution (9).

PROBLEMS

1. Show that themotion of each cross section of the elastic bar treated in Sec. 47 is periodic
in t , with period 2c/a.

2. From expression (11), Sec. 47, shows that y(0, t) = P(at) and hence that the end x = 0
of the bar moves with the constant velocity ab during the half period 0 < t < c/a

(see Problem 1) and with velocity −ab during the next half-period.
3. The end x = 0 of an elastic bar is free, and a constant longitudinal force F0 per unit area
is applied at the end x = c (Fig. 44). The bar is initially unstrained and at rest. Set up
the boundary value problem for the longitudinal displacements y(x, t), the conditions
at the ends of the bar being yx(0, t) = 0 and yx(c, t) = F0/E (Sec. 29). After noting
that the method of separation of variables cannot be applied directly, follow the steps
below to find y(x, t).

O x   c x

x

F0

y(x, t)

FIGURE 44

(a) By writing y(x, t) = Y(x, t) + Ax2, determine a value of A that leads to the new
boundary value problem

Ytt (x, t) = a2Yxx(x, t)+
F0a

2

cE
(0 < x < c, t > 0),

Yx(0, t) = 0, Yx(c, t) = 0,

Y(x, 0) = − F0

2cE
x2, Yt (x, 0) = 0.

(b) Point out why it is reasonable to expect that the new boundary value problem in
part (a) has a solution of the form

Y(x, t) = A0(t)+
∞ 
n=1

An(t) cos
nπx

c
.

Thenuse themethodof variationof parameters (Sec. 42) tofindY(x, t) and thereby
derive the solution

y(x, t) = F0

6cE

 
3(x2 + a2t2)− c2 + 12c

2

π2

∞ 
n=1

(−1)n+1
n2

cos
nπat

c
cos

nπx

c

 

of the original problem.
(c) Use the trigonometric identity

2 cosA cosB= cos(A+ B)+ cos(A− B)
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and the series representation

x2 = c2

3
+ 4c

2

π2

∞ 
n=1

(−1)n
n2

cos
nπx

c
(−c ≤ x ≤ c),

which follows from Example 1 in Sec. 8, to write the expression for y(x, t) in
part (b) as

y(x, t) = F0

2cE

 
x2 + a2t2 − P(x + at)+ P(x − at)

2

 
where P(x) is the periodic extension, with period 2c, of the function x2 defined on
the interval −c ≤ x ≤ c.

4. Show how it follows from the expression for y(x, t) in Problem 3(c) that the end x = 0
of the bar moves with the following velocities:

yt (0, t) = 0 when 0 < t <
c

a
,

yt (0, t) = v0 =
2aF0

E
when

c

a
< t <

3c

a
,

yt (0, t) = 2v0 when
3c

a
< t <

5c

a
,

etc.

48. DOUBLE FOURIER SERIES

The Fourier method is readily adapted to boundary value problems that give rise
to so-called double Fourier series. This is illustrated below.

EXAMPLE. Let z(x, y, t) denote the transverse displacement at each point
(x, y) at time t in a membrane that is stretched across a rigid square frame in the
xy plane. To simplify the notation, we select the origin and the point (π, π) as
ends of a diagonal of the frame. If the membrane is released at rest with a given
initial displacement f (x, y) that is continuous and vanishes on the boundary of
the square, then (Sec. 29)

ztt = a2(zxx + zyy)(1)

in the three-dimensional domain 0 < x < π, 0 < y < π, t > 0 and

z(0, y, t) = z(π, y, t) = z(x, 0, t) = z(x, π, t) = 0,(2)

z(x, y, 0) = f (x, y), zt (x, y, 0) = 0,(3)

where 0 ≤ x ≤ π, 0 ≤ y ≤ π . We assume that the partial derivatives fx(x, y) and
fy(x, y) are also continuous.

Functions of the type z= X(x)Y(y)T(t) satisfy equation (1) if

T  (t)
a2T(t)

= X  (x)
X(x)

+ Y   (y)
Y(y)

= −λ.(4)

Separating variables again, this time in the second of equations (4), we have

Y   (y)
Y(y)

= −λ− X  (x)
X(x)

= −μ,
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where μ is another separation constant. So we are led to two Sturm-Liouville
problems,

X  (x)+ (λ− μ)X(x) = 0, X(0) = 0, X(π) = 0
and

Y   (y)+ μY(y) = 0, Y(0) = 0, Y(π) = 0,
and to the conditions

T   (t)+ λa2T(t) = 0, T  (0) = 0
on T.

We turn to the Sturm-Liouville problem in Y first since it involves only one
of the separation constants. According to Sec. 35, that problem has eigenvalues
μ = m2 (m= 1, 2, . . .) and corresponding eigenfunctions

Ym(y) = sinmy (m= 1, 2, . . .).
When λ− μ = n2 (n = 1, 2, . . .), the eigenfunctions

Xn(x) = sin nx (n = 1, 2, . . .)
of the problem in X are also obtained. The conditions on T thus become

T   (t)+ a2(m2 + n2)T(t) = 0, T  (0) = 0,
where m = 1, 2, . . . and n = 1, 2, . . . . For any fixed positive integers m and n, the
solution of this problem in T is, except for a constant factor,

Tmn(t) = cos
 
at
 
m2 + n2

 
.

The formal solution of our boundary value problem is, therefore,

z(x, y, t) =
∞ 
n=1

∞ 
m=1

Bmn sin nx sinmy cos
 
at
 
m2 + n2

 
,(5)

where the coefficients Bmn need to be determined so that

f (x, y) =
∞ 
n=1

∞ 
m=1

Bmn sin nx sinmy(6)

when 0 ≤ x ≤ π and 0 ≤ y ≤ π. By grouping terms in this double sine series so as
to display the total coefficient of sin nx for each n, one can write, formally,

f (x, y) =
∞ 
n=1

 ∞ 
m=1

Bmn sinmy

 
sin nx.(7)

For each fixed y (0 ≤ y ≤ π), equation (7) is a Fourier sine series represen-
tation of the function f (x, y), with variable x (0 ≤ x ≤ π), provided that

∞ 
m=1

Bmn sinmy =
2

π

 π

0

f (x, y) sin nx dx (n = 1, 2, . . .).(8)
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The right-hand side here is a sequence of functions

Fn(y) =
2

π

 π

0

f (x, y) sin nx dx (n = 1, 2, . . .)(9)

of y, each represented by its Fourier sine series

Fn(y) =
∞ 
m=1

Bmn sinmy

on the interval 0 ≤ y ≤ π when

Bmn =
2

π

 π

0

Fn(y) sinmydy (m= 1, 2, . . .).(10)

Combining expressions (9) and (10), we find that

Bmn =
4

π2

 π

0

sinmy

 π

0

f (x, y) sin nx dx dy.(11)

The solution of our membrane problem is now given by equation (5) with coeffi-
cients (11).

Since the numbers
√
m2 + n2 do not change by integral multiples of some

fixed number as m and n vary through integral values, the cosine functions in
equation (5) have no common period in the variable t ; so the displacement z is
not generally a periodic function of t . Consequently, the vibrating membrane, in
contrast to the vibrating string, does not usually produce a musical note. It can
be made to do so, however, by giving it the proper initial displacement. If, for
example,

z(x, y, 0) = A sin x sin y

where A is a constant, the displacements (5) are given by a single term:

z(x, y, t) = A sin x sin y cos
 
a
√
2t
 
.

Then z is periodic in t , with period π
√
2/a.

PROBLEMS

1. All four faces of an infinitely long rectangular prism, formed by the planes x= 0,
x = a, y = 0, and y = b, are kept at temperature zero. Let the initial temperature
distribution be f (x, y), and derive this expression for the temperatures u(x, y, t) in the
prism:

u(x, y, t) =
∞ 
n=1

∞ 
m=1

Bmn exp

 
−π 2kt

 
m2

a2
+ n2

b2

  
sin

nπx

a
sin

mπy

b
,

where

Bmn =
4

ab

 b

0

sin
mπy

b

 a

0

f (x, y) sin
nπx

a
dx dy.
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2. Write f (x, y) = g(x)h(y) in Problem 1 and show that the double series obtained there
for u reduces to the product

u(x, y, t) = v(x, t)w(y, t)

of two single series, where v and w represent temperatures in the slabs 0≤ x ≤ a and
0 ≤ y ≤ b with faces at temperature zero and with initial temperatures g(x) and h(y),
respectively.

3. Let the functions v(x, t) andw(y, t) satisfy the heat equation for one-dimensional flow:

vt = kvxx, wt = kwyy.

Show by differentiation that their product u = vw satisfies the two-dimensional heat
equation

ut = k(uxx + uyy).

Use this result to arrive at the expression for u(x, y, t) in Problem 2.

49. PERIODIC BOUNDARY CONDITIONS

The solutions of the boundary value problems in this chapter have been based on
the solutions of just two Sturm-Liouville problems, which lead to Fourier cosine
and sine series representations of prescribed functions. Although Chap. 8 is de-
voted to the theory and application of many other Sturm-Liouville problems, as
well as to the precise definition of such a problem, we conclude this chapter by
considering a third problem that arises in certain boundary value problems for
regions with circular boundaries:

X   (x)+ λX(x) = 0, X(−π) = X(π), X (−π) = X (π).(1)

We include it here since its solutions also lead toFourier series representations, but
now involving both cosines and sines on the interval −π < x<π , and since most
of the general theory of Sturm-Liouville problems is not actually required. We
need accept only the fact, to be verified in Chap. 8 (Sec. 69), that each eigenvalue,
or value of λ for which problem (1) has a nontrivial solution, is a real number. In
anticipation of Chap. 8, we continue to refer to such values of λ as eigenvalues
and to the nontrivial solutions as eigenfunctions.

(i) The case λλ = 0
When λ = 0, problem (1) becomes

X   (x) = 0, X(−π) = X(π), X  (−π) = X  (π).(2)

It is easy to see that X(x) = Ax + B, where Aand B are constants; and the two
boundary conditions require that A = 0. Since all of the conditions in problem
(2) are linear and homogeneous, we thus find that except for a constant factor,
X(x) = 1.
(ii) The case λλ > 0
When λ > 0, we write λ = α2(α > 0), so that problem (1) is

X  (x)+ α2X(x) = 0, X(−π) = X(π), X (−π) = X  (π).(3)
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The general solution of this differential equation is, of course,

X(x) = C1 cosαx + C2 sinαx.

Now it is straightforward to show that in order for the boundary conditions to be
satisfied,

C2 sinαπ = 0 and C1 sinαπ = 0.
Since the constants C1 and C2 cannot both vanish if X(x) is to be nontrivial,
it follows that X(x) is nontrivial only when the positive number α is a positive
integer n. That is, λ = n2 (n = 1, 2, . . .); and the corresponding general solution
of problem (1) is an arbitrary linear combination of the two linearly independent
eigenfunctions cos nx and sin nx.

(iii) The case λλ < 0
When λ < 0, one can write problem (1) as

X  (x)− α2X(x) = 0, X(−π) = X(π), X (−π) = X (π),(4)

where λ = α2(α > 0). The general solution of this differential equation is
X(x) = C1e

αx + C2e
−αx;

and the first boundary condition reveals that

C1(e
απ − e−απ ) = C2(e

απ − e−απ ),

or

(C1 − C2) sinhαπ = 0.(5)

Likewise, it follows from the second boundary condition that

(C1 + C2) sinhαπ = 0.(6)

Since sinhαπ  = 0, equations (5) and (6) tell us that
C1 − C2 = 0 and C1 + C2 = 0.

Solving for C1 and C2 here, we have C1 = 0 and C2 = 0. So X(x) ≡ 0, and this
solution is a trivial one.

So we may conclude from cases (i) and (i i) above that the eigenvalues and
corresponding eigenfunctions of problem (1) are

λ0 = 0, λn = n2 (n = 1, 2, . . .)
and

X0(x) = 1, Xn(x) = An cos nx + Bn sin nx (n = 1, 2, . . .),
where An and Bn are arbitrary constants.

We now illustrate the use of this Sturm-Liouville problem, involving periodic
boundary conditions.

EXAMPLE. Let u(ρ, φ) denote the steady temperatures in a thin disk
ρ ≤ 1, with insulated surfaces, when its edge ρ = 1 is kept at temperatures f (φ).
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The variables ρ and φ are, of course, polar coordinates, and u satisfies Laplace’s
equation ∇2u = 0. That is,

ρ2uρρ(ρ, φ)+ ρuρ(ρ, φ)+ uφφ(ρ, φ) = 0 (0 < ρ < 1,−π < φ < π),(7)

where

u(1, φ) = f (φ) (−π < φ < π).(8)

Also, u and its partial derivatives of the first and second order are continuous
and bounded in the interior of the disk. In particular, u and its first-order partial
derivatives are continuous on the ray φ = π (Fig. 45).

O

    1

u   f ( )

 
2u   0

FIGURE 45

If functions of the type u = R(ρ) (φ) are to satisfy equation (7) and the
continuity requirements, then

ρ2R  (ρ)+ ρR (ρ)− λR(ρ) = 0 (0 < ρ < 1)(9)

and

   (φ)+ λ (φ) = 0,  (−π) =  (π),   (−π) =   (π),(10)

whereλ is a separation constant.Wenow recognize that equations (10) constitute a
Sturm-Liouville problem in , with eigenvalues λ0 = 0 and λn = n2 (n = 1, 2, . . .).
The corresponding eigenfunctions are

 0(φ) = 1 and  n(φ) = An cos nφ + Bn sin nφ (n = 1, 2, . . .).

Equation (9) is a Cauchy-Euler equation (see Problem 1, Sec. 44), and we know
from Example 2, Sec. 44, that its bounded solutions are

R0(ρ) = 1 when λ = 0

and

Rn(ρ) = ρn when λ = n2 (n = 1, 2, . . .).



158 BOUNDARY VALUE PROBLEMS CHAP. 5

By superposition, the generalized linear combination of the products

R0(ρ) 0(φ) = 1
and

Rn(ρ) n(φ) = ρn(An cos nφ + Bn sin nφ) (n = 1, 2, . . .)
is

u(ρ, φ) = A0 +
∞ 
n=1
ρn(An cos nφ + Bn sin nφ).(11)

Note that if we hadmultiplied the products Rn(ρ) n(φ) (n = 1, 2, . . .) by arbitrary
constants, those constants would have been absorbed into the arbitrary constants
An and Bn.

The nonhomogeneous condition (8) evidently requires that the constants in
expression (11) be the same as in the Fourier series representation

f (φ) = 2A0

2
+

∞ 
n=1
(An cos nφ + Bn sin nφ) (−π < x < π).

Thus,

A0 =
1

2π

 π

−π
f (φ) dφ(12)

and

An =
1

π

 π

−π
f (φ) cos nφ dφ, Bn =

1

π

 π

−π
f (φ) sin nφ dφ(13)

(n = 1, 2, . . .).
We assume that f is piecewise smooth.

The solution obtained in this example can be put in closed form with the aid
of the summation formula (Problem 3)

∞ 
n=1

an cos nθ = a cos θ − a2

1− 2a cos θ + a2
(−1 < a < 1).(14)

To do this, we use the variable of integration ψ in expressions (12) and (13):

A0 =
1

2π

 π

−π
f (ψ) dψ,

An =
1

π

 π

−π
f (ψ) cos nψ dψ, Bn =

1

π

 π

−π
f (ψ) sin nψ dψ (n = 1, 2, . . .).

Since

An cos nφ + Bn sin nφ =
1

π

 π

−π
f (ψ)(cos nφ cos nψ + sin nφ sin nψ) dψ

= 1

π

 π

−π
f (ψ) cos n(φ − ψ) dψ,
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expression (11) tells us that

u(ρ, φ) = 1

2π

 π

−π
f (ψ) dψ +

∞ 
n=1
ρn
1

π

 π

−π
f (ψ) cos n(φ − ψ) dψ

= 1

2π

 π

−π
f (ψ)

 
1+ 2

∞ 
n=1
ρn cos n(φ − ψ)

 
dψ.

Finally, in view of the summation formula (14),

1+ 2
∞ 
n=1
ρn cos n(φ − ψ) = 1+ 2ρ cos(φ − ψ)− 2ρ2

1− 2ρ cos(φ − ψ)+ ρ2

= 1− ρ2
1− 2ρ cos(φ − ψ)+ ρ2 ;

and we arrive at Poisson’s integral formula†

u(ρ, φ) = 1

2π

 π

−π
f (ψ)

1− ρ2
1− 2ρ cos(φ − ψ)+ ρ2 dψ(15)

for temperatures in the disk ρ < 1.

PROBLEMS

1. Using the cylindrical coordinates ρ, φ, and z, let u(ρ, φ) denote steady temperatures in
a long hollow cylinder a ≤ ρ ≤ b,−∞ < z < ∞ when the temperatures on the inner
surface ρ = a are f (φ) and the temperature of the outer surface ρ = b is zero.

(a) Derive the temperature formula

u(ρ, φ) = A0
ln b− ln ρ
ln b− ln a +

∞ 
n=1

 
a

ρ

 n
b2n − ρ2n
b2n − a2n

(An cos nφ + Bn sin nφ),

where the coefficients An and Bn, including A0, are given by equations (12) and
(13) in Sec. 49.

(b) Use the result in part (a) to show that if f (φ) = α + β sinφ, where α and β are
constants, then

u(ρ, φ) = α ln b− ln ρ
ln b− ln a + β

a

ρ
· b

2 − ρ2
b2 − a2

sinφ.

2. Solve the boundary value problem

ut (x, t) = kuxx(x, t) (−π < x < π, t > 0),

u(−π, t) = u(π, t), ux(−π, t) = ux(π, t), u(x, 0) = f (x).

The solutionu(x, t) represents, for example, temperatures in an insulatedwire of length
2π that is bent into a unit circle and has a given temperature distribution along it. For

†This and related formulas are obtained by complex-variable methods in the authors’ book (2009,

Chap. 12) that is listed in the Bibliography.
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convenience, the wire is thought of as being cut at one point and laid on the x axis
between x = −π and x = π . The variable x then measures the distance along the
wire, starting at the point x = −π ; and the points x = −π and x = π denote the same
point on the circle. The first two boundary conditions in the problem state that the
temperatures and the fluxmust be the same for each of those values of x. This problem
was of considerable interest to Fourier himself, and the wire has come to be known as
Fourier’s ring.

Answer: u(x, t) = A0 +
∞ 
n=1

e−n
2kt (An cos nx + Bn sin nx),

where

A0 =
1

2π

 π

−π
f (x) dx

and

An =
1

π

 π

−π
f (x) cos nx dx, Bn =

1

π

 π

−π
f (x) sin nx dx (n = 1, 2, . . .).

3. By writing A= nθ and B= θ in the trigonometric identity
2 cosA cosB= cos(A+ B)+ cos(A− B),

multiplying through the resulting equation by an (−1 < a < 1), and then summing
each side from n = 1 to n = ∞, derive the summation formula

∞ 
n=1

an cos nθ = a cos θ − a2

1− 2a cos θ + a2
(−1 < a < 1),

used in Sec. 49. [One can readily see that this series is absolutely convergent by com-
paring it with the geometric series whose terms are an (n = 1, 2, . . .).]
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6
FOURIER

INTEGRALS
AND

APPLICATIONS

In Chap. 2 (Sec. 15) we saw that a periodic function, with period 2c, has a Fourier
series representation which is valid for all x when it satisfies certain conditions
on the fundamental interval −c < x < c. In this chapter, we develop the theory
of trigonometric representations of functions, defined for all x, that are not peri-
odic. Such representations, which are analogous to Fourier series representations,
involve improper integrals instead of infinite series.

50. THE FOURIER INTEGRAL FORMULA

From Problem 9, Sec. 8, we know that the Fourier series corresponding to a func-
tion f (x) on an interval −c < x < c can be written

1

2c

 c

−c
f (s)ds + 1

c

∞ 
n=1

 c

−c
f (s) cos

 
nπ

c
(s − x)

 
ds;(1)

and, from Theorem 1 in Sec. 15, we know conditions under which this series
converges to f (x) everywhere in the interval −c < x < c. Namely, it is sufficient
that f be piecewise smooth on the interval and that the value of f at each of
its points of discontinuity x be the mean value of the one-sided limits f (x+)
and f (x −).

Suppose now that f satisfies such conditions on every bounded interval
−c< x< c. Here c may be given any fixed positive value, arbitrarily large but
finite, and series (1) will represent f (x) over the large segment −c< x< c of the
x axis. But that series representation cannot apply over the rest of the x axis unless
f is periodic, with period 2c, because the sum of the series has that periodicity.

161
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In seeking a representation that is valid for all real x when f is not periodic,
it is natural to try to modify series (1) by letting c tend to infinity. The first term in
the series will then vanish, provided that the improper integral ∞

−∞
f (s) ds

exists. If we write  α = π/c, the remaining terms take the form
1

π

∞ 
n=1
 α

 c

−c
f (s) cos [n α (s − x)] ds,(2)

which is the same as

1

π

∞ 
n=1

Fc(n α, x) α

 
 α = π

c

 
,(3)

where

Fc(α, x) =
 c

−c
f (s) cosα(s − x) ds.(4)

Let thevalueof x befixedand cbe large, so that α is a small positivenumber.
The points n α (n = 1, 2, . . .) are equally spaced along the entire positive α axis;
and, because of the resemblance of the series in expression (3) to a sum of areas
of rectangles used in defining definite integrals (see Fig. 46), one might expect the
partial sums of that series to approach ∞

0

Fc(α, x) dα,(5)

or possibly  ∞

0

F∞(α, x) dα,(6)

as  α tends to zero. As the subscript ∞ in integral (6) indicates, however, the
function Fc(α, x) changes with α because c=π/ α. Also, the limit of the series
in expression (3) as α tends to zero is not, in fact, the definition of the improper
integral (5) even if c could be kept fixed.

O ⌬␣ 2⌬␣ 3⌬␣ ␣

Fc(␣, x)

FIGURE 46
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The above manipulations merely suggest that under appropriate conditions
on f , the function may have the representation

f (x) = 1

π

 ∞

0

 ∞

−∞
f (s) cosα(s − x) ds dα (−∞ < x <∞).(7)

This is the Fourier integral formula for the function f , to be established rigorously
in Sec. 53.

Observe how it follows from the trigonometric identity

cosα(s − x) = cosαs cosαx + sinαs sinαx
that ∞

−∞
f (s) cosα(s − x) ds =

 ∞

−∞
f (s) cosαs ds cosαx +

 ∞

−∞
f (s) sinαs ds sinαx.

Hence formula (7) can be written in terms of separate cosine and sine functions
as follows:

f (x) =
 ∞

0

[A(α) cosαx + B(α) sinαx] dα (−∞ < x <∞),(8)

where

A(α) = 1

π

 ∞

−∞
f (x) cosαx dx, B(α) = 1

π

 ∞

−∞
f (x) sinαx dx.(9)

Expression (8), with coefficients (9), bears a resemblance to a Fourier series rep-
resentation on −π < x < π .

A readerwhowishes to accept thevalidityofFourier integral representations
in order to proceed more quickly to physical applications can at this time skip to
Sec. 54 without serious disruption.

51. DIRICHLET’S INTEGRAL

Just as we prefaced the Fourier theorem in Sec. 12 with some preliminary theory,
we include here and in Sec. 52 background that is essential to our proof of a
theorem that gives conditions under which representation (7) in Sec. 50 is valid.

This section is devoted to the evaluation of an improper integral, known as
Dirichlet’s integral, that is prominent in applied mathematics. We show here that† ∞

0

sin x

x
dx = π

2
.(1)

Our method of evaluation requires us to first show that the integral actually
converges. We note that the integrand is piecewise continuous on every bounded
interval 0 ≤ x ≤ c. This is because that quotient is continuous everywhere except

†For another approach, see, for instance, the book by Buck (2004). A method of evaluation involving

complex variables is given in the authors’ book (2009, pp. 279–280). Both books are listed in the

Bibliography.
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at x = 0, where l’Hôpital’s rule shows that its right-hand limit exists. Since ∞

0

sin x

x
dx = lim

c→∞

 c

0

sin x

x
dx

= lim
c→∞

  1

0

sin x

x
dx +

 c

1

sin x

x
dx

 

=
 1

0

sin x

x
dx + lim

c→∞

 c

1

sin x

x
dx,

where c is any positive number, it suffices to show that the last limit here exists.
To accomplish this, we note that if

u = 1
x
and dv = sin x dx,

then

du = − 1
x2
dx and v = − cos x.

Hence integration by parts yields c

1

sin x

x
dx =

 c

1

1

x
sin x dx =

 − cos x
x

 c
1

−
 c

1

cos x

x2
dx,

or  c

1

sin x

x
dx =− cos c

c
+ cos 1−

 c

1

cos x

x2
dx.(2)

Because     cos cc
    ≤ 1c and

    cos xx2
    ≤ 1

x2
,

the first term on the right in equation (2) tends to zero as c tends to infinity; and
the improper integral  ∞

1

cos x

x2
dx = lim

c→∞

 c

1

cos x

x2
dx

is (absolutely) convergent. The limit of the left-hand side of equation (2) as c tends
to infinity therefore exists; that is, integral (1) converges.

Now that we have established that integral (1) converges to some number
L, or that

lim
c→∞

 c

0

sin x

x
dx = L,

we note that, in particular,

lim
N→∞

 ( 12+N)π
0

sin x

x
dx = L(3)

as N passes through positive integers. That is,

lim
N→∞

 π

0

sin

 
1

2
+ N
 
u

u
du = L,(4)
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where the substitution

x =
 
1

2
+ N
 
u

has been made for the variable of integration. Observe that equation (4) can be
written

lim
N→∞

 π

0

g(u)DN(u) du = L,(5)

where

g(u) =
2 sin

u

2
u

(6)

and where DN(u) is the Dirichlet kernel (Sec. 11)

DN (u) =
sin
 u
2
+ Nu

 

2 sin
u

2

.(7)

The function g(u), moreover, satisfies the conditions in Lemma 2, Sec. 11
(see Problem 1, Sec. 52); and g(0 +) = 1. So, by that lemma, limit (5) has the
value π/2; and, by uniqueness of limits, L= π/2. Integration formula (1) is now
established.

52. TWO LEMMAS

The two lemmas in this section are analogues of the ones in Sec. 11, leading
up to a convergence theorem for Fourier series. The statement and proof of the
corresponding theoremforFourier integrals appear inSec. 53,where these lemmas
are needed.

Lemma 1. If a functionG(u) is piecewise continuous on an interval 0< x< c,
then

lim
r→∞

 c

0

G(u) sin ru du = 0. (r > 0)(1)

This is the general statement of the Riemann-Lebesgue lemma involving a
sine function. Lemma 1 in Sec. 11 is a special case of it, where c = π and r tends
to infinity through the half-integers

r = 1
2
+ N (N = 1, 2, . . .),

rather than continuously as it does here. This lemma also holds when sin ru is
replaced by cos ru; and the proof is similar to the one below involving sin ru.

To verify limit (1), it is sufficient to show that if G(u) is continuous at each
point in an interval a ≤ u ≤ b, then

lim
r→∞

 b

a

G(u) sin ru du = 0.(2)
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For, in view of the discussion of integrals of piecewise continuous functions in
Sec. 1, the integral in limit (1) can be expressed as the sum of a finite number of
integrals of the type appearing in limit (2).

Assuming, then, that G(u) is continuous on the closed bounded interval
a ≤ u ≤ b, we note that it must also be uniformly continuous there. That is, for
each positive number ε, there exists a positive number δ such that

|G(u)−G(v)| < ε
whenever u and v lie in the interval and satisfy the inequality |u−v| < δ.† Writing

ε = ε0

2(b− a) ,

where ε0 is an arbitrary positive number,we are thus assured that there is a positive
number δ such that

|G(u)−G(v)| < ε0

2(b− a) whenever |u− v| < δ.(3)

To obtain the limit (2), divide the interval a ≤ u ≤ b into N subintervals of
equal length (b− a)/N by means of the points a = u0, u1, u2, . . . ,uN = b, where
u0 < u1 < u2 < · · · < uN, and let N be so large that the length of each subinterval
is less than the number δ in condition (3). Then write

 b

a

G(u) sin ru du =
N 
n=1

 un

un−1
G(u) sin ru du,

or  b

a

G(u) sin ru du

=
N 
n=1

 un

un−1
[G(u)−G(un)] sin ru du+

N 
n=1

G(un)

 un

un−1
sin ru du,

from which it follows that    
 b

a

G(u) sin ru du

    (4)

≤
N 
n=1

 un

un−1
|G(u)−G(un)| |sin ru| du+

N 
n=1

|G(un)|
    
 un

un−1
sin ru du

    .
In view of condition (3) and the fact that | sin ru | ≤ 1, it is easy to see that un

un−1
|G(u)−G(un)| |sin ru| du <

ε0

2(b− a) ·
b− a
N

= ε0

2N
(n = 1, 2, . . . , N).

Also, sinceG(u) is continuous on the closed interval a≤ u≤ b, it is bounded there;
that is, there is a positive number M such that |G(u)| ≤M for all u in that interval.

†See, for instance, the book by Taylor and Mann (1983, pp. 529–531), listed in the Bibliography.
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Furthermore,     
 un

un−1
sin ru du

    ≤ | cos run| + | cos run−1|
r

≤ 2
r

(n = 1, 2, . . . , N).

With these observations, we find that inequality (4) yields the statement    
 b

a

G(u) sin ru du

    < ε02 +
2MN

r
.

Now write

R= 4MN
ε0

and observe that

2MN

r
<
ε0

2
whenever r > R.

Consequently,     
 b

a

G(u) sin ru du

    < ε02 +
ε0

2
= ε0 whenever r > R;

and limit (2) is established.
Our second lemma makes direct use of the first one.

Lemma 2. Suppose that a function g(u) is piecewise continuous on every

bounded interval of the positive u axis and that the right-hand derivative g  +(0)
exists. If the improper integral  ∞

0

|g(u)| du(5)

converges, then

lim
r→∞

 ∞

0

g(u)
sin ru

u
du = π

2
g(0 +).(6)

Observe that the integrand appearing in equation (6) is piecewise continuous
on the same intervals as g(u) and that when u ≥ 1,    g(u) sin ruu

    ≤ |g(u)|.
Hence the convergence of integral (5) ensures the existence of the integral in
equation (6).

We begin the proof of the lemma by demonstrating its validity when the
interval of integration is replaced by any bounded interval 0 < x < c. That is, we
first show that if a function g(u) is piecewise continuous on a bounded interval
0 < x < c and g  +(0) exists, then

lim
r→∞

 c

0

g(u)
sin ru

u
du = π

2
g(0 +).(7)
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To prove this, we write

 c

0

g(u)
sin ru

u
du = I(r)+ J (r),

where

I(r) =
 c

0

g(u)− g(0 +)
u

sin ru du and J(r) =
 c

0

g(0 +) sin ru
u

du.

Since the function

G(u) = g(u)− g(0 +)
u

is piecewise continuous on the interval 0 < x < c, where G(0 +) = g  +(0), we
need only refer to Lemma 1 to see that

lim
r→∞

I(r) = 0.(8)

On the other hand, if we substitute x = ru in the integral representing J(r), the
integration formula in Sec. 51 tells us that

lim
r→∞

J(r) = g(0 +) lim
r→∞

 c r

0

sin x

x
dx = π

2
g(0 +).(9)

Limit (7) is evidently now a consequence of limits (8) and (9).
To actually obtain limit (6), we note that

    
 ∞

c

g(u)
sin ru

u
du

    ≤
 ∞

0

|g(u)| du,

where we assume that c ≥ 1. We then write
    
 ∞

0

g(u)
sin ru

u
du− π

2
g(0 +)

    (10)

≤
    
 c

0

g(u)
sin ru

u
du− π

2
g(0 +)

    +
 ∞

c

|g(u)| du,

choosing c to be so large that the value of the last integral on the right, which
is the remainder of integral (5), is less than ε/2, where ε is an arbitrary positive
number independent of the value of r . In view of limit (7), there exists a positive
numberR such that whenever r > R, the first absolute value on the right-hand side
of inequality (10) is also less than ε/2. It then follows that

    
 ∞

0

g(u)
sin ru

u
du− π

2
g(0 +)

    < ε2 +
ε

2
= ε

whenever r > R, and this is the same as statement (6).
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PROBLEMS

1. Show that the function

g(u) =
2 sin

u

2
u

,

used in equation (5), Sec. 51, satisfies the conditions in Lemma 2, Sec. 11. To be precise,
show that g is piecewise continuous on the interval 0 < x < π and that g  +(0) exists.

Suggestion: To obtain g +(0), show that

g +(0) = lim
u→0
u>0

2 sin
u

2
− u

u2
.

Then apply l’Hôpital’s rule twice.

2. Prove Lemma 1 in Sec. 52, when sin ru is replaced by cos ru in integral (1) there.

3. Assume that a function f (x) has the Fourier integral representation (8), Sec. 50, which
can be written

f (x) = lim
c→∞

 c

0

[A(α) cosαx + B(α) sinαx] dα.

Use the exponential forms (compare with Problem 8, Sec. 15)

cos θ = eiθ + e−iθ
2

, sin θ = eiθ − e−iθ
2i

of the cosine and sine functions to show formally that

f (x) = lim
c→∞

 c

−c
C(α) eiαx dα,

where

C(α) = A(α)− i B(α)
2

, C(−α) = A(α)+ i B(α)
2

(α > 0).

Then use expressions (9), Sec. 50, for A(α) and B(α) to obtain the single formula†

C(α) = 1

2π

 ∞

−∞
f (x) e−iαx dx (−∞ < α <∞).

53. A FOURIER INTEGRAL THEOREM

The following theorem gives conditions under which the Fourier integral repre-
sentation (7), Sec. 50, is valid.‡

Theorem. Let f denote a function that is piecewise continuous on every

bounded interval of the x axis, and suppose that it is absolutely integrable over

†The function C(α) is known as the exponential Fourier transform of f (x) and is of particular impor-

tance in electrical engineering. For a development of this and other types of Fourier transforms, see,

for example, the book by Churchill (1972) that is listed in the Bibliography.
‡For other conditions, see the books by Carslaw (1952, pp. 315ff) and Titchmarsh (1986, pp. 13ff), both

listed in the Bibliography.
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the entire x axis; that is, the improper integral ∞

−∞
| f (x)| dx

converges. Then the Fourier integral

1

π

 ∞

0

 ∞

−∞
f (s) cosα(s − x) ds dα(1)

converges to the mean value

f (x +)+ f (x −)
2

(2)

of the one-sided limits of f at each point x (−∞< x<∞) where both of the one-
sided derivatives f  +(x) and f

 
−(x) exist.

Webegin our proof with the observation that integral (1) represents the limit
as r tends to infinity of the integral

1

π

 r

0

 ∞

−∞
f (s) cosα(s − x) ds dα = 1

π
[I(r, x)+ J(r, x)],(3)

where

I(r, x) =
 r

0

 ∞

x

f (s) cosα(s − x) ds dα,

J(r, x) =
 r

0

 x

−∞
f (s) cosα(s − x) ds dα.

We now show that the individual integrals I(r, x) and J(r, x) exist; and, assuming
that f  +(x) and f

 
−(x) exist, we examine the behavior of these integrals as r tends

to infinity.
Turning to I(r, x) first, we introduce the new variable of integration u = s−x

and write that integral in the form

I(r, x) =
 r

0

 ∞

0

f (x + u) cosαududα.(4)

Since

| f (x + u) cosαu| ≤ | f (x + u)|
and because  ∞

0

| f (x + u)| du =
 ∞

x

| f (s)| ds ≤
 ∞

−∞
| f (s)| ds,

the Weierstrass M-test for improper integrals applies to show that the integral ∞

0

f (x + u) cosαudu

converges uniformly with respect to the variable α. Consequently, not only
does the iterated integral (4) exist, but also the order of integration there can
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be reversed:†

I(r, x) =
 ∞

0

 r

0

f (x + u) cosαudα du =
 ∞

0

f (x + u) sin ru
u

du.

Now the function g(u)= f (x+ u) satisfies the conditions in Lemma 2, Sec. 52
(compare with Sec. 12). So, applying that lemma to this last integral, we find that

lim
r→∞

I(r, x) = π

2
f (x +).(5)

The limit of J (r, x) as r tends to infinity is treated similarly. Here we make
the substitution u = x − s and write

J(r, x) =
 r

0

 ∞

0

f (x − u) cosαududα =
 ∞

0

f (x − u) sin ru
u

du.

When g(u) = f (x − u), the limit

lim
r→∞

J(r, x) = π

2
f (x −)(6)

also follows from Lemma 2 in Sec. 52.
Finally, in view of limits (5) and (6), we see that the limit of the left-hand

side of equation (3) as r tends to infinity has the value (2), which is, then, the value
of integral (1) at any point where the one-sided derivatives of f exist.

Note that since the integrals in expressions (9), Sec. 50, for the coefficients
A(α) and B(α) exist when f satisfies the conditions stated in the theorem, the
form (8), Sec. 50, of the Fourier integral formula is also justified.

PROBLEMS

1. Verify that all of the conditions in the theorem in Sec. 53 are satisfied by the function f
defined by means of the equations

f (x) =
 
1 when |x| < 1,
0 when |x| > 1,

and f (±1) = 1/2. Thus show that for every x (−∞ < x <∞),

f (x) = 1

π

 ∞

0

sinα(1+ x)+ sinα(1− x)
α

dα = 2

π

 ∞

0

sinα cosαx

α
dα.

2. Show that the function defined by means of the equations

f (x) =
 
0 when x < 0,
exp(−x) when x > 0,

†Theorems on improper integrals used here are developed in the book by Buck (2004), listed in the

Bibliography, as well as in most other texts on advanced calculus. The theorems are usually given

for integrals with continuous integrands, but they are also valid when the integrands are piecewise

continuous.
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and f (0) = 1/2 satisfies the conditions in the theorem in Sec. 53 and hence that

f (x) = 1

π

 ∞

0

cosαx + α sinαx
1+ α2 dα (−∞ < x <∞).

Verify this representation directly at the point x = 0.
3. Show how it follows from the result in Problem 2 that

exp(−|x|) = 2

π

 ∞

0

cosαx

1+ α2 dα (−∞ < x <∞).

4. Use the theorem in Sec. 53 to show that if

f (x) =
 
0 when x < 0 or x > π,
sin x when 0 ≤ x ≤ π,

then

f (x) = 1

π

 ∞

0

cosαx + cosα(π − x)
1− α2 dα (−∞ < x <∞).

In particular, write x = π/2 to show that ∞

0

cos(απ/2)

1− α2 dα = π

2
.

5. Show why the Fourier integral formula fails to represent the function

f (x) = 1 (−∞ < x <∞).
Also, point outwhich condition in the theorem inSec. 53 is not satisfiedby that function.

6. Give details showing that the integral J (r, x) in Sec. 53 actually exists and that limit (6)
in that section holds.

7. Let f be a nonzero function that is periodic, with period 2c. Point out why the integrals ∞

−∞
f (x) dx and

 ∞

−∞
| f (x)| dx

fail to exist.

8. Let A(α) and B(α) denote the coefficients (9), Sec. 50, in the Fourier integral represen-
tation (8) in that section for a function f (x) (−∞ < x <∞) that satisfies the conditions
in the theorem in Sec. 53.

(a) By considering even and odd functions of α, point out why ∞

−∞
[A(α) cosαx + B(α) sinαx] dα = 2 f (x)

and  ∞

−∞
[B(α) cosαx + A(α) sinαx] dα = 0.

(b) By adding corresponding sides of the equations in part (a), obtain the following
symmetric form of the Fourier integral formula:†

f (x) = 1√
2π

 ∞

−∞
g(α)(cosαx + sinαx) dα (−∞ < x <∞),

†This form is useful in certain types of transmission problems. See R. V. L. Hartley, Proc. Inst. Radio

Engrs., vol. 30, no. 3, pp. 144–150, 1942.
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where

g(α) = 1√
2π

 ∞

−∞
f (x)(cosαx + sinαx) dx.

54. THE COSINE AND SINE INTEGRALS

Let f denote a function satisfying the conditions stated in the theorem in Sec. 53.
As pointed out in the final paragraph of that section, the Fourier integral repre-
sentation of f (x) remains valid when written in the form

f (x) =
 ∞

0

[A(α) cosαx + B(α) sinαx] dα,(1)

where

A(α) = 1

π

 ∞

−∞
f (x) cosαx dx, B(α) = 1

π

 ∞

−∞
f (x) sinαx dx.(2)

Also, in view of the theorem in Sec. 9, representation (1) is valid for any function f
that is absolutely integrable over the entire x axis and piecewise smooth on every
bounded interval of it.

Suppose now that f (x) is defined only when x > 0 and that

(i) f is absolutely integrable over the positive x axis and piecewise smooth on
every bounded interval of it;

(ii) f (x) at each point of discontinuity of f is the mean value of the one-sided
limits f (x+) and f (x−).

The following theorem regarding Fourier cosine and sine integral formulas is anal-
ogous to Theorem 2 in Sec. 15, which ensures the convergence to f (x) of Fourier
cosine and sine series on an interval 0 < x < c. It is an immediate consequence
of the Fourier integral theorem in Sec. 53 and will be especially useful in our
applications.

Theorem. Let f denote a function that is defined on the positive x axis and

satisfies conditions (i) and (ii). The Fourier cosine integral representation

f (x) =
 ∞

0

A(α) cosαx dα,(3)

where

A(α) = 2

π

 ∞

0

f (x) cosαx dx,(4)

is valid for each x (x > 0); and the same is true of the Fourier sine integral
representation

f (x) =
 ∞

0

B(α) sinαx dα,(5)
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where

B(α) = 2

π

 ∞

0

f (x) sinαx dx.(6)

Note how representations (3) and (5) can also be written

f (x) = 2

π

 ∞

0

cosαx

 ∞

0

f (s) cos αs ds dα(7)

and

f (x) = 2

π

 ∞

0

sinαx

 ∞

0

f (s) sin αs ds dα,(8)

respectively.
To start the proof of the theorem, observe that if f is even, f (x) sinαx is

odd in the variable x. The graph of y = f (x) sinαx is, therefore, symmetric with
respect to the origin. Hence B(α) = 0 in representation (1), which reduces to
equation (3). The function f (x) cosαx is, moreover, even in x, and so the graph
of y= f (x) cosαx is symmetric with respect to the y axis. Consequently, the co-
efficient A(α) in representation (1) takes the form (4). If, on the other hand, f is
odd, A(α) = 0; and similar considerations lead to representation (5).

Suppose now that f is defined only when x > 0, as in the statement of the
theorem. When the even extension is made, so that f is defined on the entire x
axis except at x = 0, integral (3) represents that extension for every nonzero x
and converges to f (0 +) when x = 0. Likewise, integral (5) represents the odd
extension of f (x) for every nonzero x and converges to zero when x = 0. So the
theorem here follows from the Fourier integral theorem in Sec. 53.

55. SOME EIGENVALUE PROBLEMS
ON UNBOUNDED INTERVALS

The integral representation (3) in the theorem in Sec. 54 is needed in various
applications involving the eigenvalue problem

X   (x)+ λX(x) = 0, X  (0) = 0, |X(x)| < M (x > 0),(1)

where M is some positive constant. This is another kind of eigenvalue problem
which is basically different from the ones solved in Secs. 35 and 49. The difference,
to be described further in Chap. 8 (Sec. 68), is that the fundamental interval x > 0
here is unbounded. We accept the fact, which can be verified using complex-
variablemethods, that the eigenvalues λ in this and the other eigenvalue problems
in this chapter must be real numbers.

To solve problem (1), we consider the cases in which λ is zero, positive, and
negative separately.

(i) The case λλ = 0

When λ = 0, the differential equation is X   = 0. Its solution is X(x) = Ax + B,
where Aand B are arbitrary constants, and the condition X (0) = 0 requires that
A= 0. Inasmuch as the function X(x) = B is bounded, we find that except for a
constant factor, X(x) = 1.
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(ii) The case λλ > 0

Here we write λ = α2(α > 0), so that the general solution of the differential
equation is

X(x) = C1 cosαx + C2 sinαx,
where the constants C1 and C2 are arbitrary. Since α  = 0, the condition X (0) = 0
requires that C2 = 0. So, except for a constant factor, X(x) = cosαx, where α
takes on all positive values. Note that the corresponding eigenvalues λ = α2 are
continuous, rather than discrete.

(iii) The case λλ < 0

In this case, we write λ = −α2(α > 0) and observe that the general solution of the
differential equation is X(x) = C1eαx +C2e−αx. The condition X (0) = 0 requires
that

α(C1 − C2) = 0,
or that C2 = C1. Consequently,

X(x) = C1(eαx + e−αx) = 2C1 coshαx,
and since coshαx is unbounded on the half line x > 0, the constant C1 must be
zero. So X(x) is identically equal to zero, and we find that the case λ < 0 yields
no new eigenfunctions.

The eigenvalues and eigenfunctions of Problem 1 are, therefore,

λ = α2, X(x) = cosαx (α ≥ 0).(2)

Although the eigenfunctions X(x) = cosαx (α ≥ 0) have no orthogonality prop-
erty, the Fourier cosine integral formula (3) in Sec. 54 gives representations of
functions f (x) on the interval x> 0 that are generalized linear combinations of
those eigenfunctions.

Likewise, it is straightforward to show (Problem 7) that

λ = α2, X(x) = sinαx (α > 0)(3)

are the eigenvalues and eigenfunctions of the problem

X  (x)+ λX(x) = 0, X(0) = 0, |X(x)| < M (x > 0);(4)

and formula (5) in Sec. 54 represents functions f (x) in terms of sinαx.
Finally, solutions of the eigenvalue problem

X  (x)+ λX(x) = 0, |X(x)| < M (−∞ < x <∞)(5)

are found in Problem 8 and will be used in Sec. 59.

PROBLEMS

1. By applying the Fourier sine integral formula and the theorem in Sec. 54 to the function
defined by means of the equations

f (x) =
 
1 when 0 < x < b,

0 when x > b,
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and f (b) = 1/2, obtain the representation

f (x) = 2

π

 ∞

0

1− cos bα
α

sinαx dα (x > 0).

2. Verify that the function exp(−bx), whereb is a positive constant, satisfies the conditions
in the theorem in Sec. 54, and show that the coefficient B(α) in the Fourier sine integral
representation of that function is

B(α) = 2

π

 ∞

0

e−bx sinαx dx = 2

π
· α

α2 + b2 .

Thus, prove that

e−bx = 2

π

 ∞

0

α sinαx

α2 + b2 dα (b > 0, x > 0).

3. Verify the Fourier sine integral representation

x

x2 + b2 =
2

π

 ∞

0

sinαx

 ∞

0

s sinαs

s2 + b2 ds dα (b > 0, x ≥ 0)

by first observing that according to the final result in Problem 2, ∞

0

s sinαs

s2 + b2 ds =
π

2
e−bα (b > 0, α > 0).

Then, by referring to the expression for B(α) in Problem 2, complete the verification.
Show that the function x/(x2 + b2) is not, however, absolutely integrable over the
positive x axis.

4. As already verified in Problem 2, the function exp(−bx), where b is a positive constant,
satisfies the conditions in the theorem in Sec. 54. Show that the coefficient A(α) in the
Fourier cosine integral representation of that function is

A(α) = 2

π

 ∞

0

e−bx cosαx dx = 2

π
· b

α2 + b2 .

Thus prove that

e−bx = 2b
π

 ∞

0

cosαx

α2 + b2 dα (b > 0, x ≥ 0).

5. By regarding the positive constant b in the final equation obtained in Problem 4 as
a variable and then differentiating each side of that equation with respect to b, show
formally that

(1+ x) e−x = 4

π

 ∞

0

cosαx

(α2 + 1)2 dα (x ≥ 0).

6. Verify that the function e−x cos x satisfies the conditions in the theorem in Sec. 54,
and show that the coefficient A(α) in the Fourier cosine integral representation of that
function can be written

A(α) = 1

π

 ∞

0

e−x cos(α + 1)x dx + 1

π

 ∞

0

e−x cos(α − 1)x dx.

Then use the expression for the corresponding coefficients in Problem 4 to prove that

e−x cos x = 2

π

 ∞

0

α2 + 2
α4 + 4 cosαx dα (x ≥ 0).
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7. In Sec. 55, show that the solutions of the eigenvalue problem (4) are as stated there.

8. Show that the eigenvalues of the eigenvalue problem

X   (x)+ λX(x) = 0, |X(x)| < M (−∞ < x <∞),

where M is a positive constant, are λ = α2 (α ≥ 0) and that the corresponding eigen-
functions are constant multiples of unity when α = 0 and arbitrary linear combinations
of cosαx and sinαxwhenα > 0. (Comparewith the solutionsof the eigenvalueproblem
in Sec. 49.)

56. MORE ON SUPERPOSITION
OF SOLUTIONS

In Sec. 33 we showed that if u1, u2, . . . are solutions of a given linear homogeneous
differential equation or boundary condition, then so is any generalized linear
combination

u =
∞ 
n=1

cnun

of those functions, provided that neededdifferentiability andcontinuity conditions
are satisfied. We thus had the basis of the technique for solving boundary value
problems in Chap. 5. Another important version of that principle of superposition
is illustrated in the following example, where superposition consists of integration
with respect to a parameter α instead of summation with respect to an index n. It
will enable us to solve certain boundary value problems in which Fourier integrals,
rather than Fourier series, are required.

EXAMPLE. Consider the set of functionsu = e−αy sinαx, where each func-
tion corresponds to a value of the parameter α (α > 0) andwhere α is independent
of x and y. Each function satisfies Laplace’s equation

uxx(x, y)+ uyy(x, y) = 0 (x > 0, y > 0)(1)

and the boundary condition

u(0, y) = 0 (y > 0).(2)

These functions are bounded in the domain x > 0, y > 0 (Fig. 47) and are obtained
from conditions (1) and (2) by the method of separation of variables when that
boundedness condition is included (Problem 1, Sec. 57).

We now show that their superposition of the type

u(x, y) =
 ∞

0

B(α) e−αy sinαx dα (x > 0, y > 0)(3)

also represents a solution of the homogeneous conditions (1) and (2) which is
bounded in the domain x > 0, y > 0 for each function B(α) that is bounded and
continuous on the half-line α > 0 and absolutely integrable over it.
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u ⫽ 0 ⵜ
2u ⫽ 0

O

y

u ⫽ f (x) x

FIGURE 47

To accomplish this, we use tests for improper integrals that are analogous
to those for infinite series.† The integral in equation (3) converges absolutely and
uniformly with respect to x and y because

|B(α) e−αy sinαx| ≤ |B(α)| (x ≥ 0, y ≥ 0)(4)

and because B(α) is independent of x and y and absolutely integrable from zero
to infinity with respect to α. Moreover, since

|u(x, y)| ≤
 ∞

0

|B(α) e−αy sinαx| dα ≤
 ∞

0

|B(α)| dα,(5)

u is bounded. It is also a continuous function of x and y (x ≥ 0, y ≥ 0) because of
the uniform convergence of the integral in equation (3) and the continuity of the
integrand. Clearly, u = 0 when x = 0.

When y > 0,

∂u

∂x
= ∂

∂x

 ∞

0

B(α) e−αy sinαx dα =
 ∞

0

∂

∂x
[B(α) e−αy sinαx] dα;(6)

for if |B(α)| ≤ B0 and y ≥ y0, where y0 is some small positive number, then the
absolute value of the integrand of the integral on the far right does not exceed
B0 α exp (−αy0), which is independent of x and y and integrable over the semi-
infinite interval 0 ≤ α <∞. Hence that integral is uniformly convergent. Integral
(3) is then differentiable with respect to x, and similarly for the other derivatives
involved in the laplacian operator ∇2 = ∂2/∂x2 + ∂2/∂y2. Therefore,

∇2u =
 ∞

0

B(α)∇2(e−αy sinαx) dα = 0 (x > 0, y > 0).(7)

Suppose now that the function (3) is also required to satisfy the nonhomo-
geneous boundary condition

u(x, 0) = f (x) (x > 0),(8)

†See the book by Kaplan (2003, pp. 447ff) or the one by Taylor andMann (1983, pp. 682ff), both listed

in the Bibliography.
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where f is a given function satisfying conditions (i) and (ii) in Sec. 54. We need to
determine the function B(α) in equation (3) so that

f (x) =
 ∞

0

B(α) sinαx dα (x > 0).(9)

This is easily done since representation (9) is the Fourier sine integral formula in
the theorem in Sec. 54 when

B(α) = 2

π

 ∞

0

f (x) sinαx dx (α > 0).(10)

We have shown here that the function (3), with B(α) given by equation (10),
is a solution of the boundary value problem consisting of equations (1), (2), and
(8), together with the requirement that u be bounded.

57. STEADY TEMPERATURES IN A
SEMI-INFINITE STRIP

Here we let u(x, y) denote the bounded steady temperatures in a semi-infinite
strip x > 0, 0 < y < 1 whose left-hand and bottom edges are insulated and whose
top edge is kept at the temperatures shown in Fig. 48. The boundary value problem
satisfied by the temperature function u(x, y) is evidently

uxx(x, y)+ uyy(x, y) = 0 (x > 0, 0 < y < 1),(1)

ux(0, y) = 0, uy(x, 0) = 0,(2)

u(x, 1) = e−x,(3)

along with the boundedness condition |u(x, y)| < M, where M is some positive
constant.

u ⫽ e⫺x

ⵜ
2u ⫽ 0

O

y

x

FIGURE 48

When u = X(x)Y(y) and the method of separation of variables is applied to
the homogeneous conditions (1) and (2), we have the eigenvalue problem

X  (x)+ λX(x) = 0, X (0) = 0, |X(x)| < M1 (x > 0),(4)

where M1 is some positive constant, as well as the conditions

Y   (x)− λY(x) = 0, Y  (0) = 0 (0 < y < 1).(5)

The eigenvalues and eigenfunctions of problem (4) are (see Sec. 55)

λ = α2, X(x) = cosαx (α ≥ 0),
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and the general solution of the corresponding differential equation

Y   (y)− α2Y(y) = 0 (0 < y < 1)

is

Y(y) = C1eαy + C2e−αy,
where the constants C1 and C2 are arbitrary. The condition Y

 (0) = 0 tells us that
α(C1 − C2) = 0; and when α > 0, we find that C2 = C1. Hence

Y(y) = C1(eαy + e−αy) = 2C1 coshαy (α > 0),

where C1 is nonzero. By writing C1 = 1/2, one can see that any constant multiple
of Y(y) = coshαy satisfies the homogeneous conditions (5) and that

X(x)Y(y) = cosαx coshαy (α > 0).(6)

So the generalized linear combination (see Sec. 56)

u(x, y) =
 ∞

0

A(α) cosαx coshαy dα =
 ∞

0

[A(α) coshαy] cosαx dα(7)

satisfies the homogeneous conditions (1) and (2) in our temperature problem.
The nonhomogeneous condition (3) is satisfied once A(α) is determined. To

accomplish this, we note how it follows from the theorem in Sec. 54 that

e−x =
 ∞

0

[A(α) coshα] cosαx dα

if

A(α) coshα = 2

π

 ∞

0

e−x cosαx dx.(8)

The easiest way to evaluate this last integral is to refer to Problem 4, Sec. 55,
according to which equation (8) becomes

A(α) coshα = 2

π
· 1

(α2 + 1)
Consequently, the formal solution of our temperature problem is

u(x, y) = 2

π

 ∞

0

cosαx coshαy

(α2 + 1) coshαdα.(9)

PROBLEMS

1. Give details showing how the functions e−αy sinαx (α > 0) arise bymeans of separation
of variables from conditions (1) and (2), Sec. 56, and the condition that the function
u(x, y) there be bounded when x > 0, y > 0.

2. (a) Substitute expression (10), Sec. 56, for the function B(α) into equation (3) of that
section. Then, by formally reversing the order of integration, show that the solution
of the boundary value problem treated in Sec. 56 can be written

u(x, y) = y

π

 ∞

0

f (s)

 
1

(s − x)2 + y2 −
1

(s + x)2 + y2
 
ds.
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(b) Show that when f (x) = 1, the form of the solution obtained in part (a) can be
written in terms of the inverse tangent function as

u(x, y) = 2

π
tan−1

 
x

y

 
.

3. A semi-infinite string, with one end fixed at the origin, is stretched along the positive
half of the x axis and released at rest from a position y = f (x) (x ≥ 0). Derive the
expression

y(x, t) = 2

π

 ∞

0

cosαat sinαx

 ∞

0

f (s) sinαs ds dα

for the transverse displacements. Let F(x) (−∞ < x < ∞) denote the odd extension
of f (x), and show how this result reduces to the form

y(x, t) = 1
2
[F(x + at)+ F(x − at)].

[Compare with solution (9), Sec. 45, of a string problem treated in that section.]

4. Find u(x, y) when the boundary conditions in Sec. 57 are replaced by the conditions

ux(0, y) = 0, uy(x, 1) = −u(x, 1), u(x, 0) = f (x),

where

f (x) =
 
1 when 0 < x < 1,

0 when x > 1.

Interpret this problem physically.

Answer: u(x, y) = 2

π

 ∞

0

α coshα(1− y)+ sinhα(1− y)
α2 coshα + α sinhα sinα cosαx dα.

5. Find the bounded harmonic function u(x, y) in the semi-infinite strip 0 < x < 1, y > 0
that satisfies the conditions

uy(x, 0) = 0, u(0, y) = 0, ux(1, y) = f (y).

Answer: u(x, y) = 2

π

 ∞

0

sinhαx cosαy

α coshα

 ∞

0

f (s) cosαs ds dα.

6. Solve the following boundary value problem for steady temperatures u(x, y) in a thin
plate in the shape of a semi-infinite strip when heat transfer to the surroundings at
temperature zero takes place at the faces of the plate:

uxx(x, y)+ uyy(x, y)− bu(x, y) = 0 (x > 0, 0 < y < 1),

ux(0, y) = 0 (0 < y < 1),

u(x, 0) = 0, u(x, 1) = f (x) (x > 0),

where b is a positive constant and

f (x) =
 
1 when 0 < x < c,

0 when x > c.

Answer: u(x, y) = 2

π

 ∞

0

sinαc cosαx sinh
 
y
√
α2 + b

 
α sinh

√
α2 + b

dα.
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58. TEMPERATURES IN A
SEMI-INFINITE SOLID

The face x = 0 of a semi-infinite solid x ≥ 0 is kept at temperature zero (Fig. 49).
Let us find the temperatures u(x, t) in the solid when the initial temperature
distribution is f (x), assuming for now that f is piecewise smooth on each bounded
interval of the positive x axis and that f is bounded and absolutely integrable from
x = 0 to x = ∞.

u ⫽ 0

O

u(x, 0) ⫽ f (x)

x

FIGURE 49

If the solid is considered as a limiting case of a slab 0 ≤ x ≤ c as c increases,
some condition corresponding to a thermal condition on the face x= c seems to
be needed. Otherwise, the temperatures on that face may be increased in any
manner as c increases. We require that our function u be bounded; that condition
also implies that there is no instantaneous source of heat on the face x = 0 at the
instant t = 0. Then

ut (x, t) = kuxx(x, t) (x > 0, t > 0),(1)

u(0, t) = 0 (t > 0),(2)

u(x, 0) = f (x) (x > 0),(3)

and |u(x, t)|<M, where M is some positive constant.
Linear combinations of functions u= X(x)T(t) will not ordinarily be

bounded unless X and T are themselves bounded. Upon separating variables,
we thus have the conditions

X   (x)+ λX(x) = 0, X(0) = 0, |X(x)|<M1 (x > 0)(4)

and

T  (t)+ λkT(t) = 0, |T(t)|<M2 (t > 0),(5)

where M1 and M2 are positive constants. As stated in Sec. 55, the eigenvalue
problem (4) has continuous eigenvalues λ= α2, where α represents all positive real
numbers, and X(x)= sinαx are the eigenfunctions. In this case, the corresponding
functions

T(t) = e−α2kt (a > 0)

are bounded. The generalized linear combination (see Sec. 56)

u(x, t) =
 ∞

0

B(α) e−α
2kt sinαx dα(6)
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of the functions X(x)T(t) will formally satisfy all the conditions in the boundary
value problem, including condition (3), if B(α) can be determined so that

f (x) =
 ∞

0

B(α) sinαx dα (x > 0).(7)

As in Sec. 56, we note that representation (7) is the Fourier sine integral
formula (5), Sec. 54, for f (x) if

B(α) = 2

π

 ∞

0

f (x) sinαx dx (α > 0).(8)

Our formal solution (6), with B(α) defined by equation (8), can also be written

u(x, t) = 2

π

 ∞

0

e−α
2kt sinαx

 ∞

0

f (s) sinαs ds dα.(9)

One can simplify this result by formally reversing the order of integration,
replacing 2 sinαs sinαx by cosα(s − x) − cosα(s + x), and then applying the
integration formula (Problem 10)

 ∞

0

e−α
2a cosαbdα = 1

2

 
π

a
exp

 
− b

2

4a

 
(a > 0).(10)

Equation (9) then becomes

u(x, t) = 1

2
√
πkt

 ∞

0

f (s)

 
exp

 
− (s − x)

2

4kt

 
− exp

 
− (s + x)

2

4kt

  
ds,(11)

or

u(x, t) = 1

2
√
πkt

 ∞

0

f (s) exp

 
− (s − x)

2

4kt

 
ds

− 1

2
√
πkt

 ∞

0

f (s) exp

 
− (s + x)

2

4kt

 
ds,

when t > 0. By writing

s = x + 2σ
√
kt and s = −x + 2σ

√
kt

in these last two integrals, respectively, we have this alternative form of ex-
pression (11):

u(x, t) = 1√
π

 ∞

−x/(2
√
kt)

f (x + 2σ
√
kt ) e−σ

2

dσ(12)

− 1√
π

 ∞

x/(2
√
kt)

f (−x + 2σ
√
kt ) e−σ

2

dσ.

Ouruse of theFourier sine integral formula in obtaining solution (9) suggests
that we apply the theorem in Sec. 54 in verifying that solution. The forms (11) and
(12) suggest, however, that the condition in the theorem that | f (x)| be integrable
from zero to infinity can be relaxed in the verification. More precisely, when s is
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kept fixed and t > 0, the functions

1√
t
exp

 
− (s ± x)

2

4kt

 

satisfy the heat equation (1). Then, under the assumption that f (x) is continu-
ous and bounded when x ≥ 0, it is possible to show that the function (11) is
bounded and satisfies the heat equation when x0 < x < x1 and t0 < t < t1, where
x0, x1, t0, and t1 are any positive numbers. Conditions (2) and (3) can be verified by
using expression (12). By adding step functions to f (see Problem 2), we can allow
f to have a finite number of jumps on the half-line x> 0. Except for special cases,
details in the verificationof formal solutions of this problemare, however, tedious.

If f (x) = u0, where u0 is a constant, it follows from equation (12) that

u(x, t) = u0√
π

  ∞

−x/(2
√
kt)

e−σ
2

dσ −
 ∞

x/(2
√
kt)

e−σ
2

dσ

 
.(13)

In terms of the error function

erf(x) = 2√
π

 x

0

e−σ
2

dσ,(14)

expression (13) can be written

u(x, t) = u0 erf
 

x

2
√
kt

 
.(15)

The verification of this is not difficult, since exp (−σ 2) is an even function of σ .
Note that because (see Problem 9) ∞

0

e−σ
2

dσ =
√
π

2
,(16)

erf(x) tends to unity as x tends to infinity. Thus, if f (x) = u0, the temperatures
u(x, t) in the solid tend to u0 when x tends to infinity, as would be expected.

PROBLEMS

1. Verify that when x > 0 and t > 0, the function [see expression (14) in Sec. 58]

u(x, t) = erf
 

x

2
√
kt

 

satisfies the heat equation ut (x, t) = kuxx(x, t) as well as the conditions
u(0 +, t) = 0, u(x, 0 +) = 1, and |u(x, t)| < 1.

2. Show that if

f (x) =
 
0 when 0 < x < c,

1 when x > c,

expression (12), Sec. 58, reduces to

u(x, t) = 1
2
erf

 
c + x
2
√
kt

 
− 1
2
erf

 
c − x
2
√
kt

 
.

Verify this solution of the boundary value problem in Sec. 58, when f is this function.
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3. (a) The face x = 0 of a semi-infinite solid x≥ 0 is kept at a constant temperature
u0 after the interior x> 0 is initially at temperature zero throughout. By writ-
ing u(x, t)=U(x, t)+ (x) (compare with Example 2, Sec. 39), where  (x) is
to be bounded for x ≥ 0, and referring to solution (15), Sec. 58, of the spe-
cial case of the boundary value problem noted there, derive the temperature
formula

u(x, t) = u0
 
1− erf

 
x

2
√
kt

  
.

(b) Use equations (14) and (16) in Sec. 58 to rewrite the solution in part (a) as

u(x, t) = 2u0√
π

 ∞

x/(2
√
kt)

e−σ
2
dσ.

4. Replace the constant temperature u0 in Problem 3 by a time-dependent temperature
F(t), where F(t) is continuous and differentiable when t ≥ 0 and F(0) = 0. Then
use the solution obtained in part (b) of Problem 3, together with the special case of
Duhamel’s principle described in Sec. 27, to derive the solution

u(x, t) = x

2
√
πk

 t

0

F(τ ) 
(t − τ)3

exp

 
− x2

4k(t − τ)

 
dτ

of the temperature problem here.

5. (a) The face x = 0 of a semi-infinite solid x ≥ 0 is insulated, and the initial temperature
distribution is f (x). Derive the temperature formula

u(x, t) = 1√
π

 ∞

−x/(2
√
kt)

f (x + 2σ
√
kt) e−σ

2
dσ

+ 1√
π

 ∞

x/(2
√
kt)

f (−x + 2σ
√
kt) e−σ

2
dσ.

(b) Show that if the function f in part (a) is defined by means of the equations

f (x) =
 
1 when 0 < x < c,

0 when x > c,

then

u(x, t) = 1
2
erf

 
c + x
2
√
kt

 
+ 1
2
erf

 
c − x
2
√
kt

 
.

6. Let a semi-infinite solid x ≥ 0, which is initially at a uniform temperature, be cooled
or heated by keeping its boundary at a uniform constant temperature (Sec. 58). Show
that the times required for two interior points to reach the same temperature are
proportional to the squares of the distances of those points from the boundary
plane.

7. Verify that for any constant C, the function

v(x, t) = Cxt−3/2 exp
 
− x2

4kt

 

satisfies the heat equation vt = kvxx when x > 0 and t > 0. Also, verify that for those
values of x and t ,

v(0 +, t) = 0 and v(x, 0 +) = 0.
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Thus show that v(x, t) can be added to the solution (9) found in Sec. 58 to formother so-
lutions of the problem there if the temperature function is not required to be bounded.
Note that v is unbounded as x and t tend to zero (this can be seen by letting x vanish
while t = x2).

8. Let u = u(x, y, t) denote the bounded solution of the two-dimensional temperature
problem indicated in Fig. 50, where

ut = k(uxx + uyy) (x > 0, 0 < y < 1, t > 0),

and let v = v(x, t) and w = w(y, t) denote the bounded solutions of the following
one-dimensional temperature problems:

vt = kvxx, v(0, t) = 0, v(x, 0) = 1 (x > 0, t > 0),

wt = kwyy, w(0, t) = w(1, t) = 0, w(y, 0) = 1 (0 < y < 1, t > 0).

u ⫽ 0

u ⫽ 0

u ⫽ 0

O

u(x, y, 0) ⫽ 1

x

y

1

FIGURE 50

(a) With the aid of the result obtained in Problem 3, Sec. 48, show that u = vw.
(b) By referring to the solution (15), Sec. 58 of the temperature problem there and to

the temperature function found in Example 1, Sec. 40, write explicit expressions
for v and w. Then use the result in part (a) to show that

u(x, y, t) = 4

π
erf

 
x

2
√
kt

 ∞ 
n=1

sin(2n− 1)πy
2n− 1 exp[−(2n− 1)2π2kt].

9. Use the following method to show that

 ∞

0

e−σ
2
dσ =

√
π

2
,

as stated in Sec. 58. Do this by denoting the integral by I, writing

I2 =
 ∞

0

e−x
2
dx

 ∞

0

e−y
2
dy =

 ∞

0

 ∞

0

e−(x
2+y2) dx dy,

and then evaluating this iterated integral by switching to polar coordinates.

10. Derive the integration formula (10), Sec. 58, by first writing

y(x) =
 ∞

0

e−α
2a cosαx dα (a > 0)



SEC. 59 TEMPERATURES IN AN UNLIMITEDMEDIUM 187

and differentiating the integral to find y (x). Then integrate the new integral by parts
to show that 2ay (x) = −xy(x), point out why

y(0) = 1
2

 
π

a

(see Problem 9), and solve for y(x). The desired result is the value of y when
x = b.†

59. TEMPERATURES IN AN
UNLIMITEDMEDIUM

For an application of the general Fourier integral formula in Sec. 50, we nowderive
expressions for the temperaturesu(x, t) in amedium that occupies all space, where
the initial temperature distribution is f (x). We assume that f (x) is bounded and,
moreover, that it satisfies conditions under which it is represented by its Fourier
integral formula.Theboundaryvalueproblemconsists of aboundedness condition
|u(x, t)| < M and the conditions

ut (x, t) = kuxx(x, t) (−∞ < x <∞, t > 0),(1)

u(x, 0) = f (x) (−∞ < x <∞).(2)

Writing u= X(x)T(t) and separating variables, we have the eigenvalue
problem

X   (x)+ λX(x) = 0, |X(x)| < M1 (−∞ < x <∞),
whose eigenvalues are λ = α2 (α ≥ 0) and whose eigenfunctions are constant
multiples of unity when α = 0 and arbitrary linear combinations of cosαx and
sinαx when α > 0 (Problem 8, Sec. 55). The solutions of the differential equation

T  (t)+ λkT(t) = 0, |T(t)| < M2 (t > 0)

that arise are constant multiples of

T(t) = e−α2kt (α ≥ 0).
Our generalized linear combination of the products u = X(x)T(t) is then

u(x, t) =
 ∞

0

e−α
2kt [A(α) cosαx + B(α) sinαx] dα.(3)

The coefficients A(α) and B(α) are to be determined so that the integral here
represents f (x) (−∞ < x < ∞) when t = 0. According to equations (8) and (9)
in Sec. 50 and our Fourier integral theorem (Sec. 53), the representation is valid if

A(α) = 1

π

 ∞

−∞
f (x) cosαx dx, B(α) = 1

π

 ∞

−∞
f (x) sinαx dx.

†Another derivation is indicated in the authors’ book (2009, pp. 161–162), listed in the Bibliography.
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Thus

u(x, t) = 1

π

 ∞

0

e−α
2kt

 ∞

−∞
f (s) cosα(s − x) ds dα.(4)

If we formally reverse the order of integration here, the integration formula
(10) in Sec. 58 can be used to write equation (4) as

u(x, t) = 1

2
√
πkt

 ∞

−∞
f (s) exp

 
− (s − x)

2

4kt

 
ds (t > 0).(5)

An alternative form of this is

u(x, t) = 1√
π

 ∞

−∞
f (x + 2σ

√
kt ) e−σ

2

dσ.(6)

[Compare with expression (12), Sec. 58.]
Forms (5) and (6) can be verified by assuming only that f is piecewise con-

tinuous over some bounded interval |x| < c and continuous and bounded over
the rest of the x axis, or when |x| ≥ c. If f is an odd function, u(x, t) becomes the
function found in Sec. 58 for positive values of x.

PROBLEMS

1. Let the initial temperature distribution f (x) in the unlimited medium in Sec. 59 be
defined by means of the equations

f (x) =
 
0 when x < 0,

1 when x > 0.

Show that

u(x, t) = 1
2
+ 1
2
erf

 
x

2
√
kt

 
.

Verify this solution of the boundary value problem in Sec. 59 when f is this function.

2. Derive this solution of the wave equation ytt = a2yxx (−∞ < x < ∞, t > 0), which
satisfies the conditions y(x, 0) = f (x) and yt (x, 0) = 0 when −∞ < x <∞:

y(x, t) = 1

π

 ∞

0

cosαat

 ∞

−∞
f (s) cosα(s − x) ds dα.

Also, reduce the solution to the form obtained in Example 1, Sec. 30:

y(x, t) = 1
2
[ f (x + at)+ f (x − at)].

3. Find the bounded harmonic function u(x, y) in the strip −∞ < x < ∞, 0 < y < b

such that u(x, 0) = 0 and u(x, b) = f (x) (−∞ < x < ∞), where f is bounded and
represented by its Fourier integral.

Answer: u(x, y) = 1

π

 ∞

0

sinhαy

sinhαb

 ∞

−∞
f (s) cos α(s − x) ds dα.



CHAPTER

7
ORTHONORMAL

SETS

In this chapter, we provide a brief introduction to the theory of so-called orthonor-
mal sets of functions. The chapter will not only clarify underlying concepts behind
the several types of Fourier series that we have encountered but will also lay the
foundation for finding other series representations that are needed in chapters to
follow.

60. INNER PRODUCTS
AND ORTHONORMAL SETS

Let f and g denote any two functions that are continuous on a closed bounded
interval a≤ x≤ b. Dividing that interval into N closed subintervals of equal length
 x = (b− a)/N and letting xk denote any point in the kth subinterval, we recall
from calculus that  b

a

f (x) g(x) dx =̇
N 
k=1

f (xk) g(xk) x

when N is large, the symbol =̇ here denoting approximate equality. That is, b

a

f (x) g(x) dx =̇
N 
k=1

ak bk(1)

where

ak = f (xk)
√
 x and bk = g(xk)

√
 x.

The left-hand side of expression (1) is, then, approximately equal to the inner
product of twovectors inN-dimensional spacewhenN is large.Theapproximation

189
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becomes exact in the limit as N tends to infinity.† This suggests defining an inner
product of the functions f and g:

( f, g) =
 b

a

f (x)g(x) dx.(2)

The integral here is, of course, well definedwhen f and g are piecewise continuous
on the fundamental interval a < x < b. Equation (2) can, therefore, be used to
define an inner product of any two functions f and g in the function spaceCp(a, b)

that was introduced in Sec. 1.
The function spaceCp(a, b), with inner product (2), is analogous to ordinary

three-dimensional space. Indeed, the following counterparts of familiar properties
of vectors in three-dimensional space clearly hold for any functions f , g, and h in
Cp(a, b):

( f, g) = (g, f ),(3)

( f, g + h) = ( f, g)+ ( f, h),(4)

(c f, g) = c( f, g),(5)

where c is any constant, and

( f, f ) ≥ 0.(6)

The analogy is continued with the introduction of the norm

 f  = ( f, f )1/2(7)

of a function f inCp(a, b). According to equation (2), the normof f can bewritten

 f  =
  b

a

[ f (x)]2 dx

 1/2
.(8)

The norm of the difference of two functions f and g,

 f − g =
  b

a

[ f (x)− g(x)]2 dx

 1/2
,(9)

is ameasure of the area of the region between the graphs of y = f (x) and y = g(x)

(Fig. 51). To be specific, the quotient

 f − g 2
b− a

= 1

b− a

 b

a

[ f (x)− g(x)]2dx

is the mean, or average, value of the squares of the vertical distances | f (x)− g(x)|
between points on those graphs over the interval a < x < b. The quantity  f − g 2
is called themean square deviation of one of the functions f and g from the other.

Two functions f and g in Cp(a, b) are orthogonal if ( f, g) = 0, or b

a

f (x)g(x) dx = 0,(10)

†See the book by Lanczos (1966, pp. 210ff), listed in the Bibliography, for an elaboration of this idea.
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O a

y

b x

y ⫽ f (x)

y ⫽ g(x)

FIGURE 51

where it is understood that neither function is identically equal to zero on the
fundamental interval a< x< b. We have carried the analogy of Cp(a, b) to three-
dimensional space too far to preserve the original meaning of the geometric ter-
minology used here. The orthogonality of two functions f and g signifies nothing
about perpendicularity. It says only that the product fg assumes both positive
and negative values on the fundamental interval in such a way that equation (10)
holds.

Consider now a set of functions

ψn(x) (n = 1, 2, . . .)(11)

in Cp(a, b) that are mutually orthogonal, so that (ψm, ψn) = 0 when m  = n. We
say that {ψn(x)} is an orthogonal set; and, assuming that none of the functions
ψn(x) has zero norm (see Problem 4, Sec. 61), we have the normalized functions

φn(x) = ψn(x)

 ψn 
(n = 1, 2, . . .),(12)

whose norms  φn are unity. One can show that  φn = 1 for all values of n by
writing

(φm, φn) =
 
ψm

 ψm ,
ψn

 ψn 

 
= (ψm, ψn)

 ψm  ψn 
(13)

and nothing from this that

 φn 2 = (φn, φn) = (ψn, ψn)

 ψn  ψn 
=  ψn 2

 ψn 2
= 1.

Because the set {ψn(x)} is orthogonal, it follows from equations (13) that {φn(x)}
is too. The set {φn(x)} is, then, orthonormal in the sense that it is orthogonal and
each function in it has norm unity. Observe that such a set is also characterized by
the equations

(φm, φn) =
 b

a

φm(x)φn(x) dx =
 
0 when m  = n,

1 when m = n.
(14)

61. EXAMPLES

We present here three examples of orthonormal sets of functions. These sets are
related to the various types of Fourier series introduced in Chap. 1 and will serve
to illustrate much of the theory of those series that appears in the present chapter.
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EXAMPLE 1. We recall from Sec. 4 that for positive integers m and n, π

0

sinmx sin nx dx =
 
0 when m  = n,

π/2 when m = n.
(1)

Evidently, then, the set of sine functions

ψn(x) = sin nx (n = 1, 2, . . .)
is orthogonal on the interval of 0 < x < π ; and the norm  ψn of each of these
functions is

 ψn =
  π

0

sin2nx dx

 1/2
=

 
π

2
.

Hence, the corresponding orthonormal set {φn(x)} consists of the functions

φn(x) =
 
2

π
sin nx (n = 1, 2, . . .).(2)

It is sometimesmore convenient to index an infinite orthogonal or orthonor-
mal set by starting with n = 0, rather than n = 1. This is the case in Examples 2
and 3 below.

EXAMPLE 2. The functions

φ0(x) = 1√
π
, φn(x) =

 
2

π
cos nx (n = 1, 2, . . .)(3)

constitute a set {φn(x)} (n = 0, 1, 2, . . .) that is orthonormal on the same interval
0 < x < π as in Example 1.

To verify this, we start with the observations that

(φ0, φn) =
√
2

π

 π

0

cos nx dx =
√
2

π

 
sin nx

n

 π
0

= 0 (n = 1, 2, . . .)

and

 φ0 2 = (φ0, φ0) = 1

π

 π

0

dx = 1.

Next, we let m and n denote positive integers and recall from Sec. 2 that π

0

cosmx cos nx dx =
 
0 when m  = n,

π/2 when m = n.
(4)

This tells us that for distinct positive integers m and n,

(φm, φn) = 2

π

 π

0

cosmx cos nx dx = 0

and that

 φn 2 = (φn, φn) = 2

π

 π

0

cos nx cos nx dx = 1 (n = 1, 2, . . .).

The verification that the set (3) is orthonormal is now complete.
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EXAMPLE 3. The set {φn(x)} (n = 0, 1, 2, . . .) consisting of the functions

φ0(x) = 1√
2π
, φ2n−1(x) = 1√

π
cos nx, φ2n(x) = 1√

π
sin nx(5)

(n = 1, 2, . . .)
is orthonormal on the interval −π < x < π .

Steps needed in the verification are as follows. Simple integration reveals
that

(φ0, φ2n−1) = 1√
2π

 π

−π
cos nx dx = 0 and (φ0, φ2n) = 1√

2π

 π

−π
sin nx dx = 0

(n = 1, 2, . . .)
and that

 φ0 2 = 1

2π

 π

−π
dx = 1.

The remaining steps depend on integration formulas (1) and (4), together
with the observations that π

−π
f (x) dx = 2

 π

0

f (x) dx

when a given continuous function f is even and π

−π
f (x) dx = 0

when it is odd.
To be specific, for distinct positive integers m and n,

(φ 2m−1, φ 2n−1) = 1

π

 π

−π
cosmx cos nx dx = 2

π

 π

0

cosmx cos nx dx = 0

and

(φ 2m, φ 2n) = 1

π

 π

−π
sinmx sin nx dx = 2

π

 π

0

sinmx sin nx dx = 0.

Also, for any positive integers m and n,

(φ 2m−1, φ 2n) = 1

π

 π

−π
cosmx sin nx dx = 0.

Finally, we know from equations (4) and (1) that when n = 1, 2, . . . ,

 φ 2n−1 2 = 1

π

 π

−π
cos2 nx dx = 2

π

 π

0

cos2 nx dx = 1

and

 φ 2n 2 = 1

π

 π

−π
sin2 nx dx = 2

π

 π

0

sin2 nx dx = 1.
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PROBLEMS

1. Show that the functions ψ1(x) = 1 and ψ2(x) = x are orthogonal on the interval
−1 < x < 1, and determine constants Aand B such that the function

ψ3(x) = 1+ Ax + Bx2

is orthogonal to both ψ1 and ψ2 on that interval.
Answer: A= 0, B = −3.

2. Suppose that two continuous functions f (x) andψ1(x), with positive norms, are linearly
independent on an interval a ≤ x ≤ b; that is, one is not a constant times the other. By
determining the linear combination f + Aψ1 of those functions that is orthogonal to ψ1
on the fundamental interval a < x < b, obtain an orthogonal pair ψ1, ψ2 where

ψ2(x) = f (x)− ( f, ψ1)

 ψ1 2
ψ1(x).

Interpret this expression geometrically when f , ψ1, and ψ2 represent vectors in three-
dimensional space.

3. In Problem 2, suppose that the fundamental interval is −π < x < π and that

f (x) = cos nx + sin nx and ψ1(x) = cos nx,
where n is a fixed positive integer. Show that the function ψ2(x) there turns out to be

ψ2(x) = sin nx.
Suggestion: One can avoid evaluating any integrals by using the fact that the set

in Example 3, Sec. 61, is orthogonal on the interval −π < x < π .

4. Verify the following two statements, regarding functions f in the space Cp(a, b):

(a) if f (x) = 0, except possibly at a finite number of points, in the interval a < x < b,
then  f  = 0;

(b) conversely, if  f  = 0, then f (x) = 0, except possibly at a finite number of points,
in the interval a < x < b.

Suggestion: In part (b), use the fact that a definite integral of a nonnegative con-
tinuous function over a bounded interval has positive value if the function has a positive
value somewhere in that interval.

5. Verify that for any two functions f and g in the space Cp(a, b),

1

2

 b

a

 b

a

[ f (x)g(y)− g(x) f (y)]2 dx dy =  f  2 g 2 − ( f, g)2.

Thus, establish the Schwarz inequality

|( f, g)| ≤  f   g ,
which is also valid when f and g denote vectors in three-dimensional space. In that case,
it is known as Cauchy’s inequality.

6. Let f and g denote any two functions in the space Cp(a, b). Use the Schwarz inequality
(Problem 5) to show that if either function has zero norm, then ( f, g) = 0.

7. Prove that if f and g are functions in the space Cp(a, b), then

 f + g ≤  f  +  g .
If f and g denote, instead, vectors in three-dimensional space, this is the familiar triangle
inequality, which states that the length of one side of a triangle is less than or equal to
the sum of the lengths of the other two sides.
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Suggestion: Start the proof by showing that

 f + g 2 =  f  2 + 2 ( f, g)+  g 2,
and then use the Schwarz inequality (Problem 5).

62. GENERALIZED FOURIER SERIES

Let f be any given function in Cp(a, b), the space of piecewise continuous func-
tions defined on the interval a < x < b. When an orthonormal set of functions
φn(x) (n = 1, 2, . . .) inCp(a, b) is specified, itmay be possible to represent f (x) by
a linear combination of those functions, generalized to an infinite series that con-
verges to f (x) at all but possibly a finite number of points in the interval a < x < b:

f (x) =
∞ 
n=1

cn φn(x) (a < x < b).(1)

This is analogous to the expression for any vector in three-dimensional space in
terms of three mutually orthogonal vectors of unit length, such as i, j, and k.

Inorder todiscover anexpression for the coefficients cn in representation (1),
if such a representation actually exists, we use the index of summation m, rather
than n, to write

f (x) =
∞ 
m=1

cm φm(x) (a < x < b).(2)

We also assume that after each of the terms here is multiplied by a specific φn(x),
the resulting series is integrable term by term over the interval a < x < b. This
enables us to write b

a

f (x) φn(x) dx =
∞ 
m=1

cm

 b

a

φm(x) φn(x) dx,

or

( f, φn) =
∞ 
m=1

cm (φm, φn).(3)

But (φm, φn) = 0 for all values of m here except when m = n, in which case
(φm, φn) =  φn 2 = 1. Hence equation (3) becomes ( f, φn) = cn, and cn is
evidently the inner product of f and φn.

As indicated above, one cannot be certain that representation (1), with co-
efficients cn = ( f, φn), is actually valid for a specific f and a given orthonormal
set {φn}. Hence, we write

f (x) ∼
∞ 
n=1

cn φn(x) (a < x < b),(4)

where the tilde symbol ∼ merely denotes correspondence when

cn = ( f, φn) =
 b

a

f (x) φn(x) dx (n = 1, 2, . . .).(5)
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To strengthen the analogy with vectors, we recall that if a vector A in three-
dimensional space is to be written in terms of the orthonormal set {i, j, k} as

A = a1i + a2 j + a3k,

the components can be obtained by taking the inner product of A with each of
the vectors of that set. That is, the inner product of A with i is a1, etc.

The series in correspondence (4) is thegeneralizedFourier series,with respect
to the orthonormal set {φn}, for the function f on the interval a< x< b. The
coefficients cn are known as Fourier constants.

The generalized Fourier series that we shall encounter will always involve
orthonormal sets and functions f in a space of the type Cp(a, b), or subspaces
of it; and we say that representation (1) is valid for functions f in a given space
if equality holds everywhere except possibly at a finite number of points in the
fundamental interval a < x < b.

Representation (1) will not, however, always be valid even in some very
restricted function spaces. We may anticipate this limitation in the following way.
If just the two vectors i and j make up an orthonormal set in three-dimensional
space, any vectorA that is not parallel to the xyplane fails to have a representation
of the form A = a1i + a2 j. In particular, the nonzero vector A = k is orthogonal
to both i and j, in which case the components a1 = k · i and a2 = k · j would both
be zero. Similarly, an orthonormal set {φn(x)} may not be large enough to write
a generalized Fourier series representation. To be specific, if the function f (x) in
correspondence (4) is orthogonal to each function in the orthonormal set {φn(x)},
we find that the Fourier constants cn = ( f, φn) are all zero. This means, of course,
that the sum of the series is the zero function, whose norm is zero. Consequently,
if f has a positive norm, the series is not a valid representation on the fundamental
interval.

An orthonormal set {φn(x)} is closed in Cp(a, b), or a subspace of it, if there
is no function f in the space, with positive norm, that is orthogonal to each of the
functions φn(x). Thus, according to the preceding paragraph, the following two
statements, which are equivalent, are true:

(i) if an orthonormal set {φn(x)} is not closed in Cp(a, b), or a subspace of it,
then representation (1) cannot be valid for every function f in that space or
subspace;

(ii) if representation (1), with respect to a given orthonormal set {φn(x)}, is valid
for every function f inCp(a, b), or a subspace of it, then the setmust be closed
in that space or subspace.

63. EXAMPLES

This section is devoted to familiar examples of generalized Fourier series, namely
Fourier sine and cosine series on the fundamental interval 0 < x < π and Fourier
series involving both sines and cosines on −π < x < π . These special cases of
series (4), Sec. 62, will be based on the examples in Sec. 61.
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EXAMPLE 1. We saw in Example 1, Sec. 61, that the sine functions

φn(x) =
 
2

π
sin nx (n = 1, 2, . . .)(1)

constitute an orthonormal set on the interval 0 < x < π . The generalized Fourier
series correspondence (4), Sec. 62, for a function f (x) in Cp(0, π) is then

f (x) ∼
∞ 
n=1

cn

 
2

π
sin nx (0 < x < π),

where

cn = ( f, φn) =
 
2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .).

Upon writing

bn = cn

 
2

π
(n = 1, 2, . . .),

we have the Fourier sine series correspondence (Sec. 4)

f (x) ∼
∞ 
n=1

bn sin nx (0 < x < π),(2)

where

bn = 2

π

 π

0

f (x) sin nx dx (n = 1, 2, . . .).(3)

EXAMPLE 2. Let f be any function inCp(0, π). We know fromExample 2
in Sec. 61 that the set {φn(x)} (n = 0, 1, 2, . . .) consisting of the functions

φ 0(x) = 1√
π
, φn(x) =

 
2

π
cos nx (n = 1, 2, . . .)(4)

is orthonormal on the interval 0 < x < π . The correspondence

f (x) ∼
∞ 
n=0

cn φn(x) (0 < x < π),(5)

which is correspondence (4), Sec. 62, with the summation starting from n = 0,
becomes

f (x) ∼ c0√
π

+
∞ 
n=1

cn

 
2

π
cos nx (0 < x < π).

Moreover,

c0 = ( f, φ 0) = 1√
π

 π

0

f (x) dx, cn = ( f, φn) =
 
2

π

 π

0

f (x) cos nx dx

(n = 1, 2, . . .).
By writing

a0 = 2 c0√
π
, an = cn

 
2

π
(n = 1, 2, . . .),
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we thus arrive at the Fourier cosine series correspondence (Sec. 2)

f (x) ∼ a0

2
+

∞ 
n=1

an cos nx (0 < x < π),(6)

where

an = 2

π

 π

0

f (x) cos nx dx (n = 0, 1, 2, . . .).(7)

We know from the discussion of the convergence of Fourier cosine and
sine series just after Example 1 in Sec. 14 and also from Theorem 2 in Sec. 15
that correspondence (6) yields a valid representation for each function f in the
subspaceC 

p(0, π)ofCp(0, π) consisting of all piecewise smooth functions defined
on 0 < x < π . It follows, then, from statement (ii) at the end of Sec. 62 that the
set (4) is closed in C 

p(0, π).
But if the function φ0(x), for instance, is not included with the rest of the

functions (4), the resulting set

φn(x) =
 
2

π
cos nx (n = 1, 2, . . .)(8)

is not closed because φ0(x) is orthogonal to each of the functions in that smaller
set. Statement (i) near the end of Sec. 62 thus tells us that the functions φ0(x) is
needed in series (5) in order to provide valid representations for all functions f in
C 
p(0, π). Hence a0 must, in general, be included in the Fourier cosine series (6).

EXAMPLE 3. In Example 3, Sec. 61, we saw that the functions

φ 0(x) = 1√
2π
, φ 2n−1(x) = 1√

π
cos nx, φ 2n(x) = 1√

π
sin nx(9)

(n = 1, 2, . . .)
form an orthonormal set on the fundamental interval −π < x < π . The general-
ized Fourier series corresponding to a function f (x) in Cp(−π, π) is, therefore,

∞ 
n=0

cn φn(x) = c0 φ 0(x)+
∞ 
n=1
[c2n−1 φ2n−1(x)+ c2n φ2n(x)].

That is,

f (x) ∼ c0√
2π

+
∞ 
n=1

 
c2n−1√
π
cos nx + c2n√

π
sin nx

 
(−π < x < π)(10)

where

c0 = ( f, φ 0) = 1√
2π

 π

−π
f (x) dx

and

c2n−1 = ( f, φ 2n−1) = 1√
π

 π

−π
f (x) cos nx dx (n = 1, 2, . . .),

c2n = ( f, φ 2n) = 1√
π

 π

−π
f (x) sin nx dx (n = 1, 2, . . .).
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So if we write

a0 = 2 c0√
2π
, an = c2n−1√

π
, bn = c2n√

π
(n = 1, 2, . . .),

correspondence (10) becomes (see Sec. 6)

f (x) ∼ a0

2
+

∞ 
n=1
(an cos nx + bn sin nx) (−π < x < π),(11)

where

an = 1

π

 π

−π
f (x) cos nx dx (n = 0, 1, 2, . . .)(12)

and

bn = 1

π

 π

−π
f (x) sin nx dx (n = 1, 2, . . .).(13)

PROBLEMS

1. Let {ψn(x)} (n = 1, 2, . . .) denote an orthogonal, but not necessarily orthonormal,
set on a fundamental interval a < x < b. Show that the correspondence between a
piecewise continuous function f (x) and its generalized Fourier series with respect to
the orthonormal set

φn(x) = ψn(x)

 ψn 
(n = 1, 2, . . .)

can be written

f (x) ∼
∞ 
n=1
γn ψn(x) where γn = ( f, ψn)

 ψn 2
.

2. State why the orthonormal set (8) in Example 2, Sec. 63, is closed in the space of
all functions f that are piecewise smooth on the interval 0 < x < π and satisfy the
condition  π

0

f (x) dx = 0.

Suggestion: Refer to statement (ii) at the end of Sec. 62.

3. In the space of continuous functions on the interval a ≤ x ≤ b, prove that if two
functions f and g have the same Fourier constants with respect to a closed (Sec. 62)
orthonormal set {φn(x)}, then f and g must be identical. Thus show that f is uniquely
determined by its Fourier constants.

Suggestion: Note that ( f − g, φn) = 0 for all values of n when

( f, φn) = (g, φn)

for all n. Then use the definition of a closed orthonormal set to show that  f − g = 0.
Finally, refer to the suggestion with Problem 4, Sec. 61.

4. Let {φn(x)} be an orthonormal set in the space of continuous functions on the interval
a ≤ x ≤ b, and suppose that the generalized Fourier series for a function f (x) in that
space converges uniformly (Sec. 17) to a sum s(x) on that interval.
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(a) Show that s(x) and f (x) have the same Fourier constants with respect to {φn(x)}.
(b) Use results in part (a) and Problem 3 to show that if {φn(x)} is closed (Sec. 62),

then s(x) = f (x) on the interval a ≤ x ≤ b.

Suggestion: Recall from Sec. 17 that the sum of a uniformly convergent series of
continuous functions is continuousand that sucha series canbe integrated termby term.

64. BEST APPROXIMATION IN THE MEAN

Since the material in this and the next two sections is not essential for subsequent
chapters, the reader may at this time pass directly to Chap. 8 without loss of
continuity.

Let f be a function inCp(a, b) and {φn(x)} (n = 1, 2, . . .) an orthonormal set
in that space. We consider here the first N functions φ1(x), φ2(x), . . . , φN(x) of the
orthonormal set and let  N(x) denote any linear combination of them:

 N(x) = γ 1 φ1(x)+ γ 2 φ2(x)+ · · · + γN φN(x).(1)

The norm

 f − N =
  b

a

[ f (x)− N(x)]2 dx
 1/2

is a measure of the deviation of the sum  N from a given function f in Cp(a, b)
(see Sec. 60). Let us determine values of the constants γn (n = 1, 2, . . . , N) in
expression (1) that make  f − N , or the quantity

E =  f − N 2 =
 b

a

[ f (x)− N(x)]2 dx,(2)

as small as possible. The nonnegative number E represents themean square error
in the approximation by the function  N to the function f , and we seek the best
approximation in the mean.†

We start with the observation that

( f − N)2 =
 
f −

N 
n=1
γnφn

 2
= f 2 − 2 f

N 
n=1
γnφn +

 
N 
n=1
γnφn

 2
.

But  
N 
n=1
γnφn

 2
=

 
N 

m=1
γmφm

  
N 
n=1
γnφn

 

=
N 
n=1

 
N 

m=1
γmφm

 
γnφn

=
N 
n=1

 
N 

m=1
γmγnφmφn

 
,

†The approximation sought here is also called a least squares approximation.
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and this enables us to write

( f − N)2 = f 2 +
N 
n=1

  
N 

m=1
γmγnφmφn

 
− 2γn fφn

 
.

Integrating each side here over the interval a < x < b and then using the relations b

a

φm(x) φn(x) dx =
 
0 when m  = n,

1 when m = n

and  b

a

f (x) φn(x) dx = cn,

where cn are Fourier constants (Sec. 62), we arrive at the following expression for
the error E, defined by equations (2):

E =  f  2+
N 
n=1

 
γ 2n − 2γncn

 
.

If we complete the squares in the terms being summed here and write

γ 2n − 2γncn =  
γ 2n − 2cnγn + c2n

 − c2n = (γn − cn)
2 − c2n,

this expression for E takes the form

E =  f  2 +
N 
n=1
(γn − cn)

2 −
N 
n=1

c2n.(3)

In viewof the squares in thefirst summation appearing in equation (3), the smallest
possible value of E is, then, obtained when γn = cn (n = 1, 2, . . . , N ), that value
being

E =  f  2 −
N 
n=1

c2n.(4)

We state the result as a theorem.

Theorem. Let cn (n = 1, 2, . . .) be the Fourier constants for a function f in

Cp(a, b) with respect to an orthonormal set {φn(x)} (n = 1, 2, . . .) in that space.

Then, of all possible linear combinations of the functions φ1(x), φ2(x), . . . , φN(x),

the combination

c 1 φ1(x)+ c 2 φ2(x)+ · · · + cN φN(x)

is the best approximation in themean to f (x)on the fundamental interval a < x < b.

In that case, the mean square error E is given by equation (4).

This theorem is analogous to, and even suggested by, a corresponding result
in three-dimensional space. Namely, suppose that wewish to approximate a vector
A = a1i + a2 j + a3k by a linear combination of just the two basis vectors i and j.
If we interpret A and any linear combination γ1i + γ2 j as radius vectors, it is
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geometrically evident that the shortest distance d between their tips occurs when
γ1i + γ2 j is the vector projection of A onto the plane of i and j. That projection
is, of course, the vector a1i + a2j (see Fig. 52), the components a1 and a2 being the
inner products of A with i and j, respectively.

i

O
j

d

A

k

␥1i ⫹ ␥2j

a1i ⫹ a2j

FIGURE 52

EXAMPLE. We recall fromExample 3, Sec. 63, that when the orthonormal
set of functions

φ 0(x) = 1√
2π
, φ 2n−1(x) = 1√

π
cos nx, φ 2n(x) = 1√

π
sin nx

(n = 1, 2, . . .)
in Cp(−π, π) is used, the generalized Fourier series

∞ 
n=0

cn φn(x) = c0 φ 0(x)+
∞ 
n=1
[c2n−1 φ 2n−1(x)+ c2n φ 2n(x)] (−π < x < π)(5)

corresponding to a function f in Cp(−π, π) is the ordinary Fourier series
a0

2
+

∞ 
n=1
(an cos nx + bn sin nx) (−π < x < π),(6)

where

a0 = 2 c0√
2π
, an = c2n−1√

π
, bn = c2n√

π
(n = 1, 2, . . .).

The above theorem now tells us that of all possible linear combinations of the
functions φn(x) (n = 0, 1, 2, . . . , 2N ), the partial sum

2N 
n=0

cn φn(x) = c0 φ 0(x)+
N 
n=1
[c2n−1 φ2n−1(x)+ c2n φ2n(x)]

of series (5) is thebest approximation in themean to f on the interval−π < x < π .
That is, the partial sum

SN(x) = a0

2
+

N 
n=1
(an cos nx + bn sin nx) (−π < x < π)(7)

of series (6) is the best approximation of all linear combinations of the 2N + 1
functions 1, and cos nx, sin nx (n = 1, 2, . . . , N ).
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65. BESSEL’S INEQUALITY AND
PARSEVAL’S EQUATION

Because the mean square error E, defined by equations (2) in Sec. 64, is non-
negative, we know from expression (4) there that

 f  2−
N 
n=1

c2n ≥ 0 (N = 1, 2, . . .),

or
N 
n=1

c2n ≤  f  2 (N = 1, 2, . . .).(1)

This is Bessel’s inequality for the Fourier constants cn. The following important
theorem is an immediate consequence of it.

Theorem 1. If cn (n = 1, 2, . . .) are the Fourier constants for a function f in

Cp(a, b) with respect to an orthonormal set in that space, then

lim
n→∞

cn = 0.(2)

Our proof of this theorem is similar to an argument in Sec. 10, based on a
special case of inequality (1) (see Problem 3, Sec. 66), showing that the coefficients
an in aFourier cosine series on 0 < x < π tend to zero asn tends to infinity.We start
here with the fact that since  f  2 is independent of N, the sums of the squares
c2n on the left-hand side of inequality (1) form a sequence that is bounded and
nondecreasing as N increases. Such a sequence must converge; and since it is the
sequence of partial sums of the series whose terms are c2n (n = 1, 2, . . .), that series
must converge. Finally, because the nth term of a convergent series tends to zero
as n tends to infinity, limit (2) is established.

We turn now to a modification of inequality (1) in which the inequality is
actually an equality. A sequence of functions sN(x) (N = 1, 2, . . .) in Cp(a, b)

is said to converge in the mean to a function f (x) in Cp(a, b) if the mean square
error (Sec. 64)

E =  f − sN 2 =
 b

a

[ f (x)− sN(x)]
2 dx(3)

in the approximation by sN to f tends to zero as N tends to infinity. That is, con-
vergence in the mean occurs when

lim
N→∞

 f − sN = 0.(4)

Sometimes condition (4) is also written

l.i.m.
N→∞

sN(x) = f (x),(5)

where the abbreviation “l.i.m.” stands for limit in the mean.
It should be emphasized that statement (5) is not the same as the statement

lim
N→∞

sN(x) = f (x) (a < x < b),(6)
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even if a finite number of points in the interval are ignored.† In fact, neither of the
statements (5) and (6) implies the other, as the following example and Problem 5,
Sec. 66 will show.

EXAMPLE. Consider the sequence of functions sN(x) (N = 1, 2, . . .) in
Cp(0, 1) that are defined by means of the equations (see Fig. 53)

sN(x) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 when 0 ≤ x ≤ 1

N
,

√
N when

1

N
< x <

2

N
,

0 when
2

N
≤ x ≤ 1.

1

N

N

O 1 x

s
N

(x)

2

N

兹

FIGURE 53

It evidently converges to zero at each point x in the interval 0 ≤ x ≤ 1 since
sN(0) = 0 for all N and since sN(x) = 0 when 0 < x ≤ 1 and N is so large that
2/N < x. Hence, the sequence sN(x) (N = 1, 2, . . .) converges pointwise to the
function f (x) = 0 (0 ≤ x ≤ 1). It does not, however, converge in the mean to that
function. This is seen by writing

 f − sN 2 =
 1

0

[sN(x)]
2dx =

 2/N

1/N

Ndx = 1

and referring to definition (4) in Sec. 65 of convergence in the mean.

Let sN(x) denote the partial sums of a generalized Fourier series (Sec. 62)
corresponding to some function f on a fundamental interval a < x < b:

sN(x) =
N 
n=1

cn φn(x).(7)

†An example of a sequence of functions that converges in the mean to zero but diverges at each point

of the interval is given in the book by Franklin (1964, p. 408), listed in the Bibliography.
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This is the linear combination N(x) in Sec. 64, when γn = cn there. If condition (4)
is satisfied by each function f in our function spaceCp(a, b), or possibly a subspace
containing theorthonormal set {φn(x)}, we say that {φn(x)} is complete in that space
or subspace.† Thus each function f (x) can be approximated arbitrarily closely in
the mean by some linear combination of the functions φn(x) of a complete set,
namely the linear combination (7) when N is large enough.

According to equation (4), Sec. 64, the mean square error in the approxima-
tion by sN(x) to f (x) is

 f − sN 2 =  f  2 −
N 
n=1

c2n.(8)

Hence, when {φn(x)} is complete, it is always true that
∞ 
n=1

c2n =  f  2 .(9)

Equation (9) is known as Parseval’s equation. It identifies the sum of the squares
of the Fourier constants for f , with respect to the orthonormal set {φn(x)}, as the
square of the norm of f .

Conversely, if each function f in the space satisfies Parseval’s equation, the
set {φn(x)} is complete in the sense of mean convergence. This is because, in view
of equation (8), limit (4) is merely a restatement of equation (9). We now have a
theorem that provides an alternative characterization of complete sets.

Theorem 2. A necessary and sufficient condition for an orthonormal set

{φn(x)} (n = 1, 2, . . .) to be complete is that for each function f in the space con-

sidered, Parseval’s equation

∞ 
n=1

c2n =  f  2 ,(10)

where cn are the Fourier constants cn = ( f, φn), is satisfied.

Each of the theorems in this section will be illustrated in Sec. 66, with appli-
cations to ordinary Fourier series.

66. APPLICATIONS TO FOURIER SERIES

In Example 3, Sec. 61, we saw that the functions

φ0(x) = 1√
2π
, φ2n−1(x) = 1√

π
cos nx, φ2n(x) = 1√

π
sin nx(1)

(n = 1, 2, . . .)

†In the mathematical literature, including some earlier editions of this text, the terms complete and

closed are sometimes applied to sets that we have called closed (Sec. 62) and complete, respectively.



206 ORTHONORMAL SETS CHAP. 7

form an orthonormal set on the fundamental interval −π < x<π . The Fourier
constants cn (n = 0, 1, 2, . . .) in the generalized Fourier series for a function f in
Cp(−π, π) with respect to this set were then used in Example 3, Sec. 63, to define
the constants

a0 = 2 c0√
2π
, an = c2n−1√

π
, bn = c2n√

π
(n = 1, 2, . . .).(2)

That gave rise to the Fourier series correspondence

f (x) ∼ a0

2
+

∞ 
n=1
(an cos nx + bn sin nx) (−π < x < π),(3)

where

an = 1

π

 π

−π
f (x) cos nx dx (n = 0, 1, 2, . . .)(4)

and

bn = 1

π

 π

−π
f (x) sin nx dx (n = 1, 2, . . .).(5)

Bessel’s inequality (1), Sec. 65, involving 2N+ 1 terms in the sum there, is

c20 +
N 
n=1

 
c22n−1 + c22n

 ≤  f  2 (N = 1, 2, . . .);

and, in view of relations (2), this is the same as (compare with Problem 4, Sec. 11)

a20
2

+
N 
n=1

 
a2n + b2n

 ≤ 1

π

 π

−π
[ f (x)]2 dx (N = 1, 2, . . .).(6)

Theorem 1 in Sec. 65 tells us, moreover, that

lim
n→∞

an = 0 and lim
n→∞

bn = 0.(7)

Limits (7) were obtained directly in Sec. 10, where an and bn were also the co-
efficients in the Fourier cosine and sine series for certain functions related to f .
(See Problems 2 and 3, where the Bessel inequalities appearing in Sec. 10 are
derived from orthonormal sets.)

We now prove a theorem that follows from Theorem 2 in Sec. 65 and states
that the orthonormal set (1) is complete in the space consisting of functions satis-
fying the same conditions as in the lemma in Sec. 16, as well as in the theorems in
Secs. 17 and 19.

Theorem. The orthonormal set (1) is complete in the space in which each

function f has these properties:

(i) f is continuous on the interval −π ≤ x ≤ π ;
(ii) f (−π) = f (π);

(iii) its derivative f  is piecewise continuous on the interval −π < x < π .
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Observe that, just as Bessel’s inequality in Sec. 65 becomes inequality (6)
when the set (1) is used, Parseval’s equation (10) in Sec. 65 becomes

a20
2

+
∞ 
n=1

 
a2n + b2n

 = 1

π

 π

−π
[ f (x)]2 dx.(8)

Hence, once we show that the coefficients (4) and (5) actually satisfy equation (8),
the theorem here is proved.

The fact that equation (8) is satisfied is an easy consequence of the theorem
in Sec. 17, which tells us that for the functions f in the space considered here
the series in correspondence (3) converges uniformly to f (x) on the interval
−π ≤ x ≤ π :

f (x) = a0

2
+

∞ 
n=1
(an cos nx + bn sin nx) (−π ≤ x ≤ π).(9)

Now a uniformly convergent series of continuous functions can be integrated term
by term (Sec. 17). Hence wemaymultiply each term in equation (9) by f (x) itself,
thus leaving the series still uniformly convergent, and then integrate over the
fundamental interval: π

−π
[ f (x)]

2

dx

= a0

2

 π

−π
f (x) dx +

∞ 
n=1

 
an

 π

−π
f (x) cos nx dx + bn

 π

−π
f (x) sin nx dx

 
.

In view of expressions (4) and (5), the integrals on the right here can be written
in terms of an and bn; and we find that π

−π
[ f (x)]2 dx = π

 
a20
2

+
∞ 
n=1

 
a2n + b2n

  
.

Since this is the same as Parseval’s equation (8), the proof is finished.
The theorem above is readilymodified so as to apply to the orthonormal sets

leading to Fourier cosine and sine series on the interval 0 < x < π . More specifi-
cally, the set of normalized cosine functions in Example 2, Sec. 61, is complete in
the space of continuous functions f , on the interval 0 ≤ x ≤ π , whose derivatives
f  are piecewise continuous. When the normalized sine functions in Example 1,
Sec. 61, are used to obtain a sine series, the conditions f (0) = f (π) = 0 are also
needed in order for the set to be complete.

The function space in the theorem is quite restricted. It can be shown that
Parseval’s equation (8) holds for any function f whose square is integrable over
the interval −π < x < π .†

†See, for instance, the book by Tolstov (1976, pp. 54–57 and 117–120), which is listed in the

Bibliography.
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PROBLEMS

1. Use Theorem 2 in Sec. 65 to show that an orthonormal set {φn(x)} is closed (Sec. 62) in
a given function space if it is complete in that space.

2. Apply Bessel’s inequality (1), Sec. 65, to the orthonormal set (Example 1, Sec. 61)

φn(x) =
 
2

π
sin nx (n = 1, 2, . . .)

in Cp(0, π) to show that

N 
n=1

b2n ≤ 2

π

 π

0

[ f (x)]2 dx (N = 1, 2, . . .)

when f is in Cp(0, π) and bn are the coefficients in its Fourier sine series.

3. Let an (n = 0, 1, 2, . . .) be the usual coefficients in the Fourier cosine series for a
function f in Cp(0, π). By referring to the orthonormal set (Example 2, Sec. 61)

φ0(x) = 1√
π
, φn(x) =

 
2

π
cos nx (n = 1, 2, . . .)

and using Bessel’s inequality (1), Sec. 65, show that

a20
2

+
N 
n=1

a2n ≤ 2

π

 π

0

[ f (x)]2 dx (N = 1, 2, . . .).

4. (a) Use the same steps as in Example 3, Sec. 61, to verify that the set of functions

φ0(x) = 1√
2c
, φ 2n−1(x) = 1√

c
cos

nπx

c
, φ 2n(x) = 1√

c
sin

nπx

c

(n = 1, 2, . . .)

is orthonormal on the interval −c< x< c. (This set becomes the one in that ex-
ample when c = π .)

(b) By proceeding as in Example 3, Sec. 63, show that the generalized Fourier series
corresponding to a function f (x) in Cp(−c, c) with respect to the orthonormal set
in part (a) can be written as an ordinary Fourier series on −c < x < c (Sec. 15),
with the usual coefficients an and bn.

(c) Derive Bessel’s inequality

a20
2

+
N 
n=1

 
a2n + b2n

 
≤ 1
c

 c

−c
[ f (x)]2 dx (N = 1, 2, . . .)

for the coefficients an and bn in part (b) from the general form (1), Sec. 65, of that
inequality for Fourier constants. [Compare with inequality (6), Sec. 66.]

Suggestion: In part (a), some integrals to be used canbe evaluatedbywriting

x = π

c
s

in integrals (1) and (4), Sec. 61.
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5. Let sN(x) (N = 1, 2, . . .) be a sequence of functions defined on the interval 0 ≤ x ≤ 1
by means of the equations

sN(x) =

⎧⎪⎨
⎪⎩
0 when x = 1, 1

2
, . . . ,

1

N
,

1 when x  = 1, 1
2
, . . . ,

1

N
.

Show that this sequence converges in the mean to the function f (x) = 1 in Cp(0, 1)
but that for each positive integer p,

lim
N→∞

sN

 
1

p

 
= 0.

Suggestion: Observe that

sN

 
1

p

 
= 0 when N ≥ p.



CHAPTER

8
STURM-LIOUVILLE
PROBLEMS
AND
APPLICATIONS

We turn now to a careful presentation of the basic theory of Sturm-Liouville
problems and their solutions. Once that is done, we shall illustrate the Fourier
method in solving physical problems that involve eigenfunctions not encountered
in earlier chapters.

67. REGULAR STURM-LIOUVILLE
PROBLEMS

In Chap. 5, we found solutions of various boundary value problems by the Fourier
method. Except in Sec. 49, the method always led to the need for a Fourier cosine
or sine series representation of a given function. The cosine and sine functions
in the series were the eigenfunctions of one of the following two Sturm-Liouville
problems on an interval 0 ≤ x ≤ c:

X  (x)+ λX(x) = 0, X  (0) = 0, X  (c) = 0,(1)

X  (x)+ λX(x) = 0, X(0) = 0, X(c) = 0.(2)

When applied tomany other boundary value problems in partial differential
equations, the Fourier method continues to involve a Sturm-Liouville problem
consisting of a linear homogeneous ordinary differential equation of the type

[r(x)X  (x)] + [q(x)+ λp(x)]X(x) = 0 (a < x < b),(3)

together with a pair of separated boundary conditions

a1X(a)+ a2X  (a) = 0, b1X(b)+ b2X  (b) = 0.(4)
210
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The interval a < x < b is understood to be bounded. We agree, moreover, that
a1 and a2 are not both zero and that the same is true of the constants b1 and b2.
Values of the parameter λ and corresponding nontrivial solutions X(x) are to be
determined.

The parameter λ appears in a Sturm-Liouville problem only as indicated
above. That is, the real-valued functions p,q, and r in the differential equation (3)
are independent of λ, and the real numbers a1, a2, b1,b2 in boundary conditions (4)
are also independent of λ. The Sturm-Liouville problem is said to be regularwhen†

(i) p,q, r , and r  are continuous on the closed interval a ≤ x ≤ b;

(i i) p(x) > 0 and r(x) > 0 when a ≤ x ≤ b.

EXAMPLES. Problems (1) and (2) are regular Sturm-Liouville problems.
Other examples, to be solved later in this chapter, are

X   (x)+ λX(x) = 0 (0 < x < c),

X  (0) = 0, hX(c)+ X  (c) = 0,

where h denotes a positive constant, and

[x2X  (x)] + λX(x) = 0 (1 < x < b),

X(1) = 0, X(b) = 0,

as well as

[xX  (x)] + λ

x
X(x) = 0 (1 < x < b),

X  (1) = 0, X(b) = 0.

As was the case with problems (1) and (2), a value of λ for which problem
(3)–(4) has a nontrivial solution is called an eigenvalue; and the nontrivial solution
is called an eigenfunction. Note that if X(x) is an eigenfunction, then so is CX(x),
where C is any nonzero constant. It is understood that for X(x) to be an eigen-
function, X(x) and X  (x) must be continuous on the closed interval a ≤ x ≤ b.
Such continuity conditions are usually required of solutions of boundary value
problems in ordinary differential equations.

The set of eigenvalues of problem (3)–(4) is called the spectrum of the prob-
lem. The spectrum of a regular Sturm-Liouville problem consists of an infinite
number of eigenvalues λ1, λ2, . . . .We state this fact without proof, which is quite
involved.‡ In special cases, the eigenvalues will be found; and so their existence
will not be in doubt. When eigenvalues are sought, however, it is useful to know

†Papers by J. C. F. Sturm and J. Liouville giving the first extensive development of the theory of this

problem appeared in vols. 1–3 of the Journal de mathématique (1836–1838).
‡For verification of statements in this section that we do not prove, see the book by Churchill (1972,

Chap. 9), which contains proofs when a2 = b2 = 0 in conditions (4), and the one by Birkhoff and Rota

(1989). Also, extensive treatments of Sturm-Liouville theory appear in the books by Ince (1956) and

Titchmarsh (1962). These references are all listed in the Bibliography.
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that they are all real and hence that there is no possibility of discovering oth-
ers in the complex plane. The proof that the eigenvalues must be real is given in
Sec. 69, andwe agree that they are to be arranged in ascending order ofmagnitude,
so that λn<λn+1 (n = 1, 2, . . .). It can be shown that λn → ∞ as n → ∞.

68. MODIFICATIONS

Although we are mainly concerned in this chapter with the theory and applica-
tion of regular Sturm-Liouville problems, described in Sec. 67, certain important
modifications are also of interest in practice. Wemention them here since some of
their theory is conveniently included in the discussion of regular Sturm-Liouville
problems in Sec. 69.

A Sturm-Liouville problem

[r(x)X  (x)] + [q(x)+ λp(x)]X(x) = 0 (a < x < b),(1)

a1X(a)+ a2X  (a) = 0, b1X(b)+ b2X  (b) = 0(2)

is said to be singular if

(i) at least one of the regularity conditions stated in Sec. 67 fails to be satisfied;

(i i) or the interval on which the problem is defined is unbounded.

Note that the problem is singular if, for instance, the functionq has an infinite
discontinuity at an end point of the interval a ≤ x ≤ b. Also, it is singular if p(x) or
r(x) vanishes at an endpoint.When r(x) does this, we drop the boundary condition
at the endpoint in question. Note that the dropping of the boundary condition at
x = a is the same as letting both of the coefficients a1 and a2 in that condition be
zero; a similar remark can be made when the condition at x = b is to be dropped.
Finally, we recall that eigenvalue problems involving unbounded intervals have
already been encountered in Sec. 55 of Chap. 6.

EXAMPLE 1. One singular Sturm-Liouville problem to be studied in
Chap. 9 consists of the differential equation

[xX  (x)] +
 
−n2

x
+ λx

 
X(x) = 0 (0 < x < c),

where n = 0, 1, 2, . . . , and the single boundary condition X(c) = 0. Observe that
the functions p(x) = x and r(x) = x both vanish at x = 0 and that the function
q(x) = −n2/x has an infinite discontinuity there when n is positive.

EXAMPLE 2. The differential equation

[(1− x2)X  (x)] + λX(x) = 0 (−1 < x < 1),

with no boundary conditions, constitutes a singular Sturm-Liouville problem.
Here the function r(x) = 1− x2 vanishes at both ends x = ±1 of the interval
−1 ≤ x ≤ 1. This problem is the main one that is solved and used in Chap. 10.

The singular problems inChap. 6 had continuous spectra, consisting of either
all nonnegative or all positive values of λ, and it will turn out that the problems in
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Examples 1 and 2 just above have the discrete spectra of regular Sturm-Liouville
problems, where the eigenvalues may be indexed with nonnegative or positive in-
tegers. As already indicated in Sec. 67, the nature of the spectrum of any particular
problem will be determined by actually finding the eigenvalues.

Finally, in addition to singular problems, another modification of prob-
lem(1)–(2)occurswhen r(a) = r(b)andconditions (2) are replacedby theperiodic

boundary conditions

X(a) = X(b), X  (a) = X  (b).(3)

EXAMPLE 3. The problem

X  (x)+ λX(x) = 0, X(−π) = X(π), X  (−π) = X  (π),

already solved in Sec. 49, has periodic boundary conditions.

69. ORTHOGONAL EIGENFUNCTIONS
AND REAL EIGENVALUES

As pointed out in Sec. 67, a regular Sturm-Liouville problem always has an infi-
nite number of eigenvalues λ1, λ2, . . . . In this section, we shall establish the or-
thogonality of eigenfunctions corresponding to distinct eigenvalues. The concept
of orthogonality to be used here is, however, a slight generalization of the one
originally introduced in Sec. 60. To be specific, a set {ψn(x)} (n = 1, 2, . . .) is or-
thogonal on an interval a < x < bwith respect to a weight function p(x), which is
piecewise continuous and positive on that interval, if b

a

p(x)ψm(x)ψn(x) dx = 0 when m  = n.

The integral here represents an inner product (ψm, ψn) with respect to the weight
function. The set is normalized by dividing each ψn(x) by  ψn , where

 ψn 2 = (ψn, ψn) =
 b

a

p(x)[ψn(x)]
2 dx

and where it is assumed that  ψn  = 0. This type of orthogonality can, of course,
be reduced to that in Sec. 60 by using the products

√
p(x)ψn(x) as functions of the

set. In Sec. 73, we shall illustrate how expansions of arbitrary functions in series of
such normalized eigenfunctions follow from our earlier discussion of generalized
Fourier series (Sec. 62).

The following theorem states that eigenfunctions associated with distinct
eigenvalues of a regular Sturm-Liouville problem

[r(x)X  (x)] + [q(x)+ λp(x)]X(x) = 0 (a < x < b),(1)

a1X(a)+ a2X  (a) = 0, b1X(b)+ b2X  (b) = 0(2)

are orthogonal on the interval a < x < bwith respect to the weight function p(x),
where p(x) is the same function as in equation (1). In presenting the theorem, we
relax the conditions of regularity on the coefficients in the differential equation (1)
so that the result can also be applied to eigenfunctions that are found for some of
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the modifications of regular Sturm-Liouville problems mentioned in Sec. 68. We
retain all of the conditions for a regular problem, stated in Sec. 67, except that
now q may be discontinuous at an endpoint of the interval a ≤ x ≤ b and p(x)

and r(x) may vanish at an endpoint. That is,

(i) p, r , and r  are continuous on the closed interval a ≤ x ≤ b, and q is contin-
uous on the open interval a < x < b;

(i i) p(x) > 0 and r(x) > 0 when a < x < b.

Theorem 1. If λm and λn are distinct eigenvalues of the Sturm-Liouville prob-

lem (1)–(2), then corresponding eigenfunctions Xm(x) and Xn(x) are orthogonal

with respect to the weight function p(x) on the interval a < x < b. The orthogonality

also holds in each of the following cases:

(a) when r(a) = 0 and the first of boundary conditions (2) is dropped from the

problem;

(b) when r(b) = 0 and the second of conditions (2) is dropped;

(c) when r(a) = r(b) and conditions (2) are replaced by the conditions

X(a) = X(b), X  (a) = X  (b).

Note that both cases (a) and (b) here may apply to a single Sturm-Liouville
problem (see Example 2, Sec. 68).

To prove the theorem, we first observe that

(rX  
m)

 + qXm = −λm pXm, (rX  
n)

 + qXn = −λn pXn

since each eigenfunction satisfies equation (1) when λ is the eigenvalue to which
it corresponds. We then multiply each side of these two equations by Xn and Xm,
respectively, and subtract:

(λm − λn)pXmXn = Xm(rX  
n)

 − Xn(rX  
m)

 .

Since the right-hand side of this last equation can be written

[Xm(rX  
n)

 + X  
m(rX  

n)]− [Xn(rX  
m)

 + X  
n(rX  

m)],

or

d

dx
[Xm(rX  

n)− Xn(rX  
m)],

it follows that

(λm − λn)pXmXn = d

dx
[r(XmX  

n − Xn X  
m)].(3)

The function q has now been eliminated, and the continuity conditions on
the remaining functions allow us to write

(λm − λn)

 b

a

pXmXn dx = [r(x) (x)]
b

a
,(4)



SEC. 69 ORTHOGONAL EIGENFUNCTIONS AND REAL EIGENVALUES 215

where  (x) is the determinant

 (x) =
    Xm(x) X  

m(x)

Xn(x) X  
n(x)

    = Xm(x)X
 
n(x)− Xn(x)X

 
m(x).(5)

That is,

(λm − λn)

 b

a

pXmXn dx = r(b) (b)− r(a) (a).(6)

The first of boundary conditions (2) requires that

a1Xm(a)+ a2X  
m(a) = 0,

a1Xn(a)+ a2X  
n(a) = 0;

and for this pair of linear homogeneous equations in a1 and a2 to be satisfied by
numbers a1 and a2, not both zero, it is necessary that the determinant (a) be zero.
Similarly, from the second boundary condition, where b1 and b2 are not both zero,
we see that  (b) = 0. Thus, according to equation (6),

(λm − λn)

 b

a

pXmXn dx = 0;(7)

and since λm  = λn, the desired orthogonality property follows: b

a

p(x)Xm(x)Xn(x) dx = 0.(8)

If r(a) = 0, property (8) follows from equation (6) even when  (a)  = 0 or
when a1 = a2 = 0, in which case the first of boundary conditions (2) disappears.
Similarly, if r(b) = 0, the second of those conditions is not used.

If r(a) = r(b) and the periodic boundary conditions (Sec. 49)

X(a) = X(b), X  (a) = X  (b)

are used in place of conditions (2), then  (a) =  (b). Hence,
r(b) (b) = r(a) (a);

and, again, property (8) follows. This completes the proof of Theorem 1.

EXAMPLE 1. The eigenfunctions of the regular Sturm-Liouville problem

X   (x)+ λX(x) = 0 (0 < x < c),

X(0) = 0, X(c) = 0

are (Sec. 35)

Xn(x) = sin
nπx

c
(n = 1, 2, . . .).

The theorem tells us that any two distinct eigenfunctions Xm(x) and Xn(x) are
orthogonal on the interval 0 < x < c with weight function p(x) = 1: c

0

sin
mπx

c
sin

nπx

c
dx = 0 (m  = n).(9)
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We recall that the value of this integral was established directly when c=π in
Problem 9, Sec. 5.

EXAMPLE 2. Eigenfunctions corresponding to distinct eigenvalues of the
regular Sturm-Liouville problem

[xX  (x)] + λ

x
X(x) = 0 (1 < x < b),

X(1) = 0, X(b) = 0

are, according to the theorem, orthogonal on the interval 1 < x < b with weight
function p(x) = 1/x. In Problem 1 the eigenfunctions are actually found, and the
orthogonality is verified.

The following theorem is an immediate consequence of Theorem 1.

Theorem 2. If λ is an eigenvalue of the Sturm-Liouville problem (1)–(2), then

it must be a real number. The same is true in cases (a), (b), and (c), that were treated

in Theorem 1.

We begin the proof by writing the eigenvalue as λ = α + iβ, where α and β
are real numbers. If Xdenotes a corresponding eigenfunction, which is nontrivial
andmay be complex-valued, conditions (1) and (2) are satisfied. Now the complex
conjugate of λ is the number λ= α − iβ; and if

X(x) = u(x)+ iv(x),

then

X = u − iv and X  = u + iv .

Also, the conjugate of a sum or product of two complex numbers is the sum or
product, respectively, of the conjugates of those numbers. Hence, by taking the
conjugates of both sides of the equations in conditions (1) and (2) and keeping
in mind that the functions p, q, and r are real-valued and that the coefficients in
conditions (2) are real numbers, we see that

(rX  ) + (q + λp)X = 0,

a1X(a)+ a2X  (a) = 0, b1X(b)+ b2X  (b) = 0.

Thus, the nontrivial function X is an eigenfunction corresponding to λ.
If we assume that β  = 0, then λ  = λ; and Theorem 1 tells us that X and X

are orthogonal on the interval a < x < bwith respect to the weight function p(x),
even in cases (a), (b), and (c): b

a

p(x)X(x)X(x) dx = 0.(10)

But p(x) > 0 when a < x < b. Moreover,

XX = u2 + v2 = |X|2 ≥ 0
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when a ≤ x ≤ b; and |X|2 is not identically equal to zero since X is an eigen-
function. So integral (10) has positive value, and our assumption that β  = 0 has
led us to a contradiction. Hence, we must conclude that β = 0, or that λ is real.

PROBLEMS

1. (a) After writing the differential equation in the regular Sturm-Liouville problem

[xX  (x)] + λ

x
X(x) = 0 (1 < x < b),

X(1) = 0, X(b) = 0

in Cauchy-Euler form (see Problem 1, Sec. 44), use the substitution x = exp s to
transform the problem into one consisting of the differential equation

d2X

ds2
+ λX = 0 (0 < s < ln b)

and the boundary conditions

X = 0 when s = 0 and X = 0 when s = ln b.

Then, by simply referring to the solutions of the Sturm-Liouville problem (4) in
Sec. 35, show that the eigenvalues and eigenfunctions of the original problem here
are

λn = α2n, Xn(x) = sin(αn ln x) (n = 1, 2, . . .),

where αn = nπ/ ln b.
(b) By making the substitution

s = π ln x

ln b

in the integral involved and then referring to Problem 9, Sec. 5, give a direct veri-
fication that the set of eigenfunctions Xn(x) obtained in part (a) is orthogonal on
the interval 1 < x < bwith weight function p(x) = 1/x, as ensured by Theorem 1
in Sec. 69.

2. Note that the differential equation

(rX  ) + (q + λp)X = 0

in a Sturm-Liouville problem can be put in the form

L[X ]+ λpX = 0,

where L is the differential operator defined by means of the equation

L[X ] = (rX  ) + qX.

Show that the identity

X(rY  ) − Y(rX  ) = d

dx
[r(XY  − YX  )],

which is obtained by the steps leading up to equation (3) in Sec. 69, can be written

XL[Y ]− YL[X ] = d

dx
[r(XY  − YX  )].

This is called Lagrange’s identity for the operator L.
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3. (a) Suppose that the operator L in Problem 2 is defined on a space of functions
satisfying the conditions

a1X(a)+ a2X  (a) = 0, b1X(b)+ b2X  (b) = 0,

where a1 and a2 are not both zero and where the same is true of b1 and b2. Use
Lagrange’s identity, obtained in Problem 2, to show that

(X,L[Y ]) = (L[X ],Y ),

where these inner products are on the interval a < x < b with weight function
unity.

(b) Let λm and λn denote distinct eigenvalues of a regular Sturm-Liouville problem
whose differential equation is (see Problem 2)

L[X ]+ λpX = 0.

Use the result in part (a) to prove that if Xm and Xn are eigenfunctions corre-
sponding to λm and λn, then

(pXm, Xn) = 0.

Thus show that Xm and Xn are orthogonal on the interval a < x < b with weight
function p, as already demonstrated in Sec. 69.

70. REAL-VALUED EIGENFUNCTIONS

In the study of ordinary differential equations, problems in which all boundary
data are given at one point are called initial value problems. We begin here by
stating without proof a fundamental result from the theory of such problems.†

Lemma 1. Let P and Q denote functions of x that are continuous on an

interval a ≤ x ≤ b. If x0 is a point in that interval and A and B are prescribed

constants, then there is one and only one function y, which is continuous together

with its derivative y when a ≤ x ≤ b, that satisfies the differential equation

y   (x)+ P(x)y (x)+ Q(x)y(x) = 0 (a < x < b)

and the two initial conditions

y(x0) = A, y (x0) = B.

Note that y   = −Py − Qy, and so y  is continuous when a ≤ x ≤ b. Also,
since any values can be assigned to the constants Aand B, the general solution of
the differential equation has two arbitrary constants.

Suppose now that XandYare two eigenfunctions corresponding to the same
eigenvalue λ of the regular Sturm-Liouville problem

(rX  ) + (q + λp)X = 0 (a < x < b),(1)

a1X(a)+ a2X  (a) = 0, b1X(b)+ b2X  (b) = 0.(2)

†A proof can be found in, for instance, the book by Coddington (1989, Chap. 6), which is listed in the

Bibliography.
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As stated in Sec. 67, the functions p,q, r , and r  must be continuous on the interval

a ≤ x ≤ b; also, p(x) > 0 and r(x) > 0when a ≤ x ≤ b. The above lemma enables
us to prove the following one, which shows that X and Y can differ by, at most, a
constant factor.

Lemma 2. If X and Y are eigenfunctions corresponding to the same eigen-

value of a regular Sturm-Liouville problem, then

Y(x) = CX(x) (a ≤ x ≤ b),(3)

where C is a nonzero constant.

According to this lemma, a regularSturm-Liouvilleproblemcannothave two
linearly independent eigenfunctions corresponding to the same eigenvalue. For
certain modifications of regular Sturm-Liouville problems, however, it is possible
to have an eigenvalue with linearly independent eigenfunctions (see Sec. 49).

We let X(x) and Y(x) be as stated in the hypothesis of Lemma 2 and start
the proof by observing that in view of the principle of superposition of solutions
for linear homogeneous ordinary differential equations, the linear combination

Z(x) = Y  (a)X(x)− X  (a)Y(x)(4)

satisfies the differential equation

(rZ  ) + (q + λp)Z = 0 (a < x < b);(5)

in addition, Z  (a) = 0. Since X and Y satisfy the conditions

a1X(a)+ a2X  (a) = 0,

a1Y(a)+ a2Y
 (a) = 0,

where a1 and a2 are not both zero, and since Z(a) is the determinant of this pair
of linear homogeneous equations in a1 and a2, we also know that Z(a) = 0.
According to Lemma 1, then, Z(x) = 0 when a ≤ x ≤ b. That is,

Y  (a)X(x)− X  (a)Y(x) = 0 (a ≤ x ≤ b).(6)

Since eigenfunctions cannot be identically equal to zero, it is clear from relation (6)
that if either of the values X  (a) or Y  (a) is zero, then so is the other.

Relation (3) now follows from equation (6), provided that X  (a) and Y  (a)
are nonzero. That is,

Y(x) = Y  (a)
X  (a)

X(x) (a ≤ x ≤ b).

Suppose, on the other hand, that X  (a) and Y  (a) are zero. Then X(a) and
Y(a) are nonzero since, otherwise, X(x) and Y(x) would be identically equal to
zero, according to Lemma 1; and zero is not an eigenfunction. So, although equa-
tion (6) cannot be used, the procedure that we have applied to Z(x) may now be
used to show (Problem 13, Sec. 72) that the linear combination

W(x) = Y(a)X(x)− X(a)Y(x)(7)

is zero when a ≤ x ≤ b and hence that relation (3) still holds.
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It follows fromLemma2 that eacheigenfunctionof a regularSturm-Liouville
problem can be made real-valued by multiplying it by some nonzero constant. We
state this important result as a theorem.

Theorem. Each eigenfunction of a regular Sturm-Liouville problem can be

made real-valued by multiplying it by an appropriate nonzero constant.

To show this, we first recall from Theorem 2 in Sec. 69 that the eigenvalue λ
to which X corresponds must be real. So if we make the substitution X = U + iV,
whereU andV are real-valued functions, in problem (1)–(2) and separate real and
imaginaryparts,wefind thatU andV are themselves eigenfunctions corresponding
to λ. Hence, by Lemma 2, there is a nonzero constant β such that V = βU. Here
β is real since U and V are real-valued, and we may conclude that

X = U + iβU = (1+ iβ)U.

That is, X can be expressed as a nonzero constant times a real-valued function.
Since

U =
 

1

1+ iβ

 
X,

the theorem is now proved.

71. NONNEGATIVE EIGENVALUES

We know from Theorem 2 in Sec. 69 that each eigenvalue of a regular Sturm-
Liouville problem

(r X  ) + (q + λp)X = 0 (a < x < b),(1)

a1X(a)+ a2X  (a) = 0, b1X(b)+ b2X  (b) = 0(2)

must be real. The theorem in this section is an additional aid in determining
eigenvalues since it often eliminates the possibility that there are negative ones.

Theorem. Let λ be an eigenvalue of the regular Sturm-Liouville problem

(1)–(2). If the conditions

q(x) ≤ 0(a ≤ x ≤ b) and a1a2 ≤ 0, b1b2 ≥ 0

are satisfied, then λ ≥ 0.

Since we are considering a regular Sturm-Liouville problem, we assume that
the functions p,q, r, and r  are continuous when a ≤ x ≤ b and that p(x) > 0
and r(x) > 0 on that closed interval. We start our proof by letting X denote
a real-valued eigenfunction (see the theorem in Sec. 70) corresponding to the
eigenvalue λ in the statement of the theorem here. Equation (1) is thus satisfied,
andwemultiply each termof that equation by Xand integrate each of the resulting
terms from x = a to x = b: b

a

X(rX  ) dx +
 b

a

qX2 dx + λ
 b

a

pX2 dx = 0.(3)
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After applying integration by parts to the first of these integrals, one can write
equation (3) in the form

λ

 b

a

pX2 dx =
 b

a

(−qX2) dx +
 b

a

r(X  )2 dx(4)

+ r(a)X(a)X  (a)− r(b)X(b)X  (b).

Let us now assume that the conditions stated in the theorem are satisfied.
Since −q(x)≥ 0 and r(x)> 0 when a ≤ x ≤ b, the values of the two integrals
on the right in equation (4) are clearly nonnegative. As for the third term on the
right, we note that if a1= 0 or a2= 0 in the first of conditions (2), then X  (a)= 0
or X(a) = 0, respectively. In either case, the third term is zero. If, on the other
hand, neither a1 nor a2 is zero, then

r(a)X(a)X  (a) = r(a)[a1X(a)]2

−a1a2
≥ 0.

Similarly,−r(b)X(b)X  (b) ≥ 0; and it follows that all the terms on the right-hand
side of equation (4) are nonnegative. Consequently,

λ

 b

a

p(x)[X(x)]2 dx ≥ 0.

But this integral has a positive value, and so λ ≥ 0.

EXAMPLE. Example 1 in the next section is concerned with finding the
normalized eigenfunctions of this regular Sturm-Liouville problem:

X   + λX = 0, X  (0) = 0, hX(c)+ X  (c) = 0,

where h is a positive constant. This is, of course, a special case of the Sturm-
Liouville problem (1)–(2), where

q(x) ≡ 0, (0 ≤ x ≤ c) and a1a2 = 0, b1b2 = h > 0.

According to the theorem just proved, the eigenvalues of the Sturm-Liouville
problem in this example are all nonnegative.

72. METHODS OF SOLUTION

Weturnnow to twoexamples that illustratemethods tobeused infinding eigenval-
ues and eigenfunctions. The basic method has already been touched on in Secs. 35
and 49, where simpler Sturm-Liouville problems were solved. That basic method
is illustrated further in our first example here. Our second example illustrates how
it is sometimes possible to transform a given Sturm-Liouville problem into one
whose solutions are already known.

EXAMPLE 1. Let us solve the regular Sturm-Liouville problem

X  + λX = 0 (0 < x < c),(1)

X  (0) = 0, hX(c)+ X  (c) = 0,(2)

where h is a positive constant.
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We know from Theorem 2 in Sec. 69 that any eigenvalue of this problem is a
real number, and we recall from the example at the end of the preceding section
that every such eigenvalue must be nonnegative. So we need only treat the cases
λ = 0 and λ > 0 here.

(i) The case λλ = 0

If λ = 0, the general solution of equation (1) is X(x) = Ax + B where Aand B

are constants; and it follows from boundary conditions (2) that A= 0 and B = 0.
But eigenfunctions cannot be identically equal to zero. Consequently, the number
λ = 0 is not an eigenvalue. This leaves only the possibility that λ > 0.

(ii) The case λλ > 0

If λ > 0, we write λ = α2 (α > 0). The general solution of equation (1) this time is

X(x) = C1 cosαx + C2 sinαx.

It reduces to

X(x) = C1 cosαx(3)

when the first of boundary conditions (2) is applied. The second boundary condi-
tion then requires that

C1(h cosαc − α sinαc) = 0.(4)

If the function (3) is to be nontrivial, the constant C1 must be nonzero. Hence
the factor in parentheses in equation (4) must be equal to zero. That is, if there
is an eigenvalue λ = α2 (α > 0), the number α must be a positive root of the
equation

tanαc = h

α
.(5)

Figure 54, where the graphs of

y = tanαc and y = h

α

are plotted, shows that equation (5) has an infinite number of positive roots

α1, α2, α3, . . . where αn < αn+1 (n = 1, 2, . . .);

they are the positive values of α for which those graphs intersect. The eigenvalues
are, then, the numbers λn = α2n (n = 1, 2, . . .). We identify them by simply writing

λn = α2n where tanαnc = h

αn

(αn > 0).(6)

Note that the dashed vertical lines in Fig. 54 are equally spaced π/c units
apart. Also, as n tends to infinity, the numbers αn tend to be the positive roots of
the equation tanαc = 0, which are the same as the positive roots of sinαc = 0. In
fact, the numbers αnc are approximately (n − 1)π when n is large. The first few
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FIGURE 54

positive roots x1, x2, x3, . . . of the equation
†

tan x = a

x
(a = hc)

have been tabulated for various values of the constant a, and it follows from
equation (5) that

α1 =
x1

c
, α2 =

x2

c
, α3 =

x3

c
, . . . .

In view of the discussion just above,

λn = α2n
.=
 
(n − 1)π

c

 2
when n is large,

where the symbol
.= denotes approximate equality. This is in agreement with the

statement made earlier in Sec. 67 that if λn are the eigenvalues of a regular Sturm-
Liouville problem, arranged in ascending order of magnitude, then it is always
true that λn → ∞ as n → ∞.

Expression (3) now tells us that except for constant factors, the correspond-
ing eigenfunctions are Xn(x)= cosαnx (n = 1, 2, . . .). Let us put these eigenfunc-
tions in normalized form (Sec. 60), the form that we shall need in the applications.
To accomplish this, we note that since the functions Xn(x) are orthogonal on the
interval 0 < x < c with weight function unity, according to the theorem in Sec. 69,

 Xn 2 =
 c

0

cos2αnx dx = 1

2

 c

0

(1+ cos 2αnx) dx = 1

2

 
c + sin 2αnc

2αn

 
.

The trigonometric identity

sin 2αnc = 2 sinαnc cosαnc

†Roots of this and the related equation tan x = ax, arising elsewhere in this chapter, are tabulated

in, for example, the handbook edited by Abramowitz and Stegun (1972, pp. 224–225). They can also

be found in the book edited by Özişik (2003, pp. 481–482), as well as the one by Carslaw and Jaeger

(1986, pp. 491–492). These references are all listed in the Bibliography.
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and the expression

1

αn

= sinαnc

h cosαnc
,

which is equivalent to the second equation in statement (6), now enable us to put
 Xn 2 in the form

 Xn 2 =
1

2

 
c + sin2 αnc

h

 
= hc + sin2αnc

2h
.(7)

Note that this last expression is obviously positive since h and c are positive.
Dividing each Xn(x) by  Xn , we arrive at the normalized eigenfunctions

φn(x) =
 

2h

hc + sin2αnc
cosαnx (n = 1, 2, . . .).(8)

The solutions of a given Sturm-Liouville problem sometimes follow from
the solutions of a problem related to it. This has already been indicated in Prob-
lem 1(a), Sec. 69, and the next example illustrates the method more fully.

EXAMPLE 2. We consider here the problem

(xX  ) + λ

x
X = 0 (1 < x < b),(9)

X  (1) = 0, hX(b)+ X  (b) = 0,(10)

where h is a positive constant.
Since equation (9) can be put in the Cauchy-Euler form (see Problem 1,

Sec. 44)

x2X   + xX  + λX = 0,

the substitution x = exp s transforms it into the equation

d2X

ds2
+ λX = 0 (0 < s < ln b).(11)

Also, since

dX

dx
= dX

ds
e−s,

the boundary conditions (10) become

dX

ds
= 0 when s = 0, (hb)X + dX

ds
= 0 when s = ln b.(12)

Hence, by referring to Example 1, we see immediately that the eigenvalues of
problem (11)–(12), and therefore of problem (9)–(10), are the numbers

λn = α2n, where tan (αn ln b) = hb

αn

(αn > 0).(13)

The corresponding eigenfunctions are evidently

Xn = cosαns = cos(αn ln x) (n = 1, 2, . . .).
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From equations (9) and (11), we know that the weight functions for the
eigenfunctions Xn = cos(αn ln x) and Xn = cosαns are 1/x and 1, respectively. The
value of the norm  Xn is, however, the same regardless of whetherwe think of Xn

as a function of x or s. This is because, with the substitution x = exp s (s = ln x),

the values of the two integrals b

1

1

x
cos2(αn ln x)dx,

 ln b

0

cos2αns ds

are found to be the same. So, if we replace c by ln b and h by hb in expression (7),
we see that for this problem,

 Xn 2 =
hb ln b+ sin2(αn ln b)

2hb
.

The normalized eigenfunctions are, therefore,

φn(x) =
 

2hb

hb ln b+ sin2(αn ln b)
cos(αn ln x) (n = 1, 2, . . .).(14)

PROBLEMS

In Problems 1 through 5, solve directly (without referring to any other problems) for the
eigenvalues and normalized eigenfunctions.

1. X   + λX = 0, X(0) = 0, X  (1) = 0.

Answer: λn = α2n, φn(x) =
√
2 sinαnx (n = 1, 2, . . .); αn = (2n − 1)π

2
.

2. X   + λX = 0, X(0) = 0, hX(1)+ X  (1) = 0 (h > 0).

Answer: λn = α2n, φn(x) =
 

2h

h + cos2αn

sinαnx (n = 1, 2, . . .);

tanαn = −αn

h
(αn > 0).

3. X   + λX = 0, X  (0) = 0, X(c) = 0.

Answer: λn = α2n, φn(x) =
 
2

c
cosαnx (n = 1, 2, . . .); αn = (2n − 1)π

2c
.

4. X   + λX = 0, X(0) = 0, X(1)− X  (1) = 0.
Suggestion: The trigonometric identity

cos2 A= 1

1+ tan2 A

is useful in putting  Xn 2 in a form that leads to the expression for φn(x) in the answer
below.

Answer: λ0 = 0, λn = α2n, φ0(x) =
√
3x, φn(x) =

 
2
 
α2n + 1

 
αn

sinαnx

(n = 1, 2, . . .); tanαn = αn (αn > 0).

5. X   + λX = 0, hX(0)− X  (0) = 0 (h > 0), X(1) = 0.

Answer: λn = α2n, φn(x) =
 

2h

h + cos2αn

sinαn(1− x) (n = 1, 2, . . .);

tanαn = −αn

h
(αn > 0).
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6. In Problem 1(a), Sec. 69, the eigenvalues and eigenfunctions of the Sturm-Liouville
problem

(xX  ) + λ

x
X = 0, X(1) = 0, X(b) = 0

were found to be

λn = α2n, Xn(x) = sin(αn ln x) (n = 1, 2, . . .),

where αn = nπ/ ln b. Show that the normalized eigenfunctions are

φn(x) =
 

2

ln b
sin(αn ln x) (n = 1, 2, . . .).

Suggestion: The integral that arises can be evaluated by making the substitution

s = π ln x

ln b

and then referring to the integration formula established in Problem 9, Sec. 5.

7. Find the eigenvalues and normalized eigenfunctions of the Sturm-Liouville problem

X   + λX = 0, X(0) = 0, X  (c) = 0

by making the substitution s = x/c and referring to the solutions of Problem 1.

Answer: λn = α2n, φn(x) =
 
2

c
sinαnx (n = 1, 2, . . .); αn = (2n − 1)π

2c
.

8. (a) Show that the solutions obtained in Problem 2 can be written

λn = α2n, φn(x) =

 
2
 
α2n + h2

 
α2n + h2 + h

sinαnx (n = 1, 2, . . .),

where αn cosαn = −h sinαn (αn > 0).
(b) By referring to the solutions of Problem 1, point out why the solutions in part (a)

here are actually valid solutions of Problem 2 when h ≥ 0, not just when h > 0.

Suggestion: The trigonometric identity in the suggestionwith Problem4 is useful
in part (a) here as well.

9. Use the solutions obtained in Problem 3 to find the eigenvalues and normalized eigen-
functions of the Sturm-Liouville problem

(xX  ) + λ

x
X = 0, X  (1) = 0, X(b) = 0.

Answer:

λn = α2n, φn(x) =
 

2

ln b
cos(αn ln x) (n = 1, 2, . . .); αn = (2n − 1)π

2 lnb
.

10. By making an appropriate substitution and referring to the known solutions of the
same problem on a different interval in the section indicated, find the eigenfunctions
of the Sturm-Liouville problem

(a) X  + λX = 0, X  (−π) = 0, X  (π) = 0 (Sec. 35);

(b) X  + λX = 0, X(−c) = X(c), X  (−c) = X  (c) (Sec. 49).
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Answers: (a) 1, cos
n(x + π)

2
(n = 1, 2, . . .);

(b) 1, cos
nπx

c
, sin

nπx

c
(n = 1, 2, . . .).

11. (a) By making the substitutions

X = Y√
x

and λ = 1

4
+ μ,

transform the regular Sturm-Liouville problem

(x2X  ) + λX = 0, X(1) = 0, X(b) = 0,

where b > 1, into the problem

(xY  ) + μ

x
Y = 0, Y(1) = 0, Y(b) = 0.

(b) Obtain the eigenvalues and normalized eigenfunctions of the new problem in part
(a) by referring to Problem 6. Then substitute back to show that for the original
problem in part (a), the eigenvalues and normalized eigenfunctions are

λn = 1

4
+ α2n, φn(x) =

 
2

x ln b
sin(αn ln x) (n = 1, 2, . . .),

where αn = nπ/ ln b.

12. Find the eigenfunctions of each of these Sturm-Liouville problems:

(a) X   + λX = 0, X(0) = 0, hX(1)+ X  (1) = 0 (h < −1);
(b) (x3X  ) + λxX = 0, X(1) = 0, X(e) = 0.

Answers: (a) X0(x) = sinhα0x, where tanhα0 = −α0
h

(α0 > 0),

Xn(x) = sinαnx (n = 1, 2, . . .), where tanαn = −αn

h
(αn > 0);

(b) Xn(x) =
1

x
sin(nπ ln x) (n = 1, 2, . . .).

13. Give details showing that the function W(x) defined by equation (7), Sec. 70, is iden-
tically equal to zero on the interval a ≤ x ≤ b.

73. EXAMPLES OF EIGENFUNCTION
EXPANSIONS

We now illustrate how generalized Fourier series representations (Sec. 62)

f (x) =
∞ 

n=1
cn φn(x) (a < x < b)(1)

are obtainedwhen the functionsφn(x) (n = 1, 2, . . .) are thenormalized eigenfunc-
tions of specific Sturm-Liouville problems. We have, of course, already illustrated
the method when the eigenfunctions are the ones leading to Fourier cosine and
sine series on the interval 0 < x < π , as well as Fourier series on −π < x < π

(see Sec. 63). For other sets of normalized eigenfunctions φn(x) (n = 1, 2, . . .), we
shall use the expression

cn = ( f, φn) =
 b

a

p(x) f (x) φn(x) dx (n = 1, 2, . . .)(2)
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for the coefficients cn in expansion (1) that was found in Sec. 62 when the weight
function p(x) was unity.

Except for a few cases in which it is easy to establish the validity of an
expansion by transforming it into a known Fourier series representation, in this
book we do not treat the convergence of series (1). Wemerely accept the fact that
results analogous to the Fourier theorems in Secs. 12 and 13 exist when specific
eigenfunctions are used. Such results are often obtained with the aid of the theory
of functions of a complex variable.† Proofs are complicated by the fact that explicit
solutions of the Sturm-Liouville differential equation with arbitrary coefficients
cannot be written.

EXAMPLE 1. According to Problem 6, Sec. 72, the Sturm-Liouville
problem

(xX  ) + λ

x
X = 0, X(1) = 0, X(b) = 0

has eigenvalues and normalized eigenfunctions

λn = α2n, φn(x) =
 

2

ln b
sin(αn ln x) (n = 1, 2, . . .),

where αn = nπ/ ln b. Since the orthogonality of the set {φn(x)} (n = 1, 2, . . .) is
with respect to the weight function p(x) = 1/x, the coefficients in the expansion

1 =
∞ 

n=1
cn φn(x) (1 < x < b)(3)

are

cn = ( f, φn) =
 

2

ln b

 b

1

1

x
sin(αn ln x) dx.

Making the substitution s = ln x here and noting that

cos(αn ln b) = cos nπ = (−1)n,
we readily see that b

1

1

x
sin(αn ln x) dx =

 ln b

0

sinαns ds = 1− (−1)n
αn

.

Thus,

cn =
 

2

ln b
· 1− (−1)

n

αn

(n = 1, 2, . . .),

and expansion (3) becomes

1 = 4

ln b

∞ 
n=1

sin(α2n−1 ln x)

α2n−1
(1 < x < b).(4)

†The theory of eigenfunction expansions is extensively developed in the volumes by Titchmarsh (1962,

1958) that are listed in the Bibliography.
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The validity of this representation is evident if we introduce the variable

s = α2n−1 ln x

2n − 1
(5)

and note that

α2n−1 =
(2n − 1)π

ln b
.(6)

Equation (4) then becomes the known Fourier sine series expansion

1 = 4

π

∞ 
n=1

sin(2n − 1)s

2n − 1
(0 < s < π)(7)

that was found in Problem 1(b), Sec. 5, and the validity of representation (4) is
established since it is just a different form of expansion (7).

EXAMPLE 2. The eigenvalues and normalized eigenfunctions of the
Sturm-Liouville problem

X  + λX = 0, X(0) = 0, X  (c) = 0

are (Problem 7, Sec. 72)

λn = α2n, φn(x) =
 
2

c
sinαnx (n = 1, 2, . . .),

where

αn = (2n − 1)π

2c
.

The weight function is p(x) = 1, and wemay find the coefficients in the expansion

x =
∞ 

n=1
cn φn(x) (0 < x < c)

by writing

cn = ( f, φn) =
 
2

c

 c

0

x sinαnx dx =
 
2

c

 
−x cosαnx

αn

+ sinαnx

α2n

 c

0

.

Since

cosαnc = cos
 

nπ − π

2

 
= cos nπ cos

π

2
+ sin nπ sin

π

2
= 0

and

sinαnc = sin
 

nπ − π

2

 
= sin nπ cos

π

2
− cos nπ sin

π

2
= (−1)n+1,

we find that

cn =
 
2

c
· (−1)

n+1

α2n
(n = 1, 2, . . .).
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Hence,

x = 2

c

∞ 
n=1

(−1)n+1
α2n

sinαnx (0 < x < c).(8)

After putting expansion (8) in the form

x = 8c

π2

∞ 
n=1

(−1)n+1
(2n − 1)2

sin
(2n − 1)πx

2c
(0 < x < c),

we see from Problem 7, Sec. 15, that it is actually valid on the closed interval
−c ≤ x ≤ c. Furthermore,

sinαn(x + 2c) = − sinαnx (n = 1, 2, . . .)(9)

since

sinαn(x + 2c) = sin(αnx + 2cαn) = sinαnx cos 2cαn + cosαnx sin 2cαn

and

cos 2cαn = cos(2n − 1)π = (−1)2n−1 = −1, sin 2cαn = sin(2n − 1)π = 0.

In view of equation (9), then, series (8) converges for all x; and if H(x) denotes the
sum of that series for each value of x, it is clear that H(x) represents the triangular
wave function defined by means of the equations (see Fig. 55)

H(x) = x (−c ≤ x ≤ c),(10)

H(x + 2c) = −H(x) (−∞ < x <∞).(11)

Thus H(x) is an antiperiodic function. It is also periodic, with period 4c, as is seen
by writing

H(x + 4c) = H(x + 2c + 2c) = −H(x + 2c) = H(x).

Note, too, that

H(2c − x) = −H(x − 2c) = −H(x + 2c) = H(x).

O c 2c⫺c⫺2c⫺3c 3c 4c 5c
x

⫺c

c

H(x)

FIGURE 55

Weconcludewith an example inwhich the series obtained is a sine series that
cannot be transformed into an ordinary Fourier sine series. We must, therefore,
accept the representation without verification.
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EXAMPLE3. Weconsider here the eigenvalues andnormalized eigenfunc-
tions of the Sturm-Liouville problem

X  + λX = 0, X(0) = 0, X(1)− X  (1) = 0.

According to Problem 4, Sec. 72, they are

λ0 = 0, λn = α2n (n = 1, 2, . . .)

and

φ0(x) =
√
3x, φn(x) =

 
2
 
α2n + 1

 
αn

sinαnx (n = 1, 2, . . .),

where tan αn = αn (αn > 0), the weight function being unity. The coefficients in
the representation

f (x) = c0 φ0(x)+
∞ 

n=1
cn φn(x) (0 < x < 1)

of a piecewise smooth function f (x) are

c0 = ( f, φ0) =
√
3

 1

0

x f (x) dx

and

cn = ( f, φn) =

 
2
 
α2n + 1

 
αn

 1

0

f (x) sinαnx dx (n = 1, 2, . . .).

Consequently,

f (x) = B0 x +
∞ 

n=1
Bn sinαnx,(12)

where

B0 = 3

 1

0

x f (x) dx and Bn = 2
 
α2n + 1

 
α2n

 1

0

f (x) sinαnx dx(13)

(n = 1, 2, . . .).

PROBLEMS

1. Use the normalized eigenfunctions in Problem 3, Sec. 72, to derive the representation

1 = 2

c

∞ 
n=1

(−1)n+1
αn

cosαnx (0 < x < c),

where

αn = (2n − 1)π

2c
.

2. Derive the expansion

1 = 2

c

∞ 
n=1

sinαnx

αn

(0 < x < c),
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where

αn = (2n − 1)π

2c
,

using the normalized eigenfunctions in Problem 7, Sec. 72.

3. Use the normalized eigenfunctions in Problem 2, Sec. 72, to derive the expansion

1 = 2h

∞ 
n=1

1− cosαn

αn(h + cos2αn)
sinαnx (0 < x < 1),

where tanαn = −αn/h (αn > 0).

4. Using the normalized eigenfunctions in Problem 3, Sec. 72, when c = π , show that

π2 − x2 = 4

π

∞ 
n=1

(−1)n+1
α3n

cosαnx (0 < x < π),

where αn = (2n − 1)/2.

5. (a) Use the normalized eigenfunctions in Problem 7, Sec. 72, to obtain the expansion

x(2c − x) = 4

c

∞ 
n=1

sinαnx

α3n
(0 < x < c),

where

αn = (2n − 1)π

2c
.

(b) Show how it follows from the result in Problem 5, Sec. 8, that the series found in
part (a) converges for all x and that its sum is the antiperiodic function
(see Example 2, Sec. 73) Q(x) that can be described by means of the equations

Q(x) = x(2c− x) (0 ≤ x ≤ 2c), Q(x + 2c) = −Q(x) (−∞ < x <∞).
6. Using the normalized eigenfunctions in Problem 2, Sec. 72, derive the representation

x

 
2+ h

1+ h
− x

 
= 4h

∞ 
n=1

1− cosαn

α3n(h + cos2αn)
sinαnx (0 < x < 1),

where tanαn = −αn/h (αn > 0).
Suggestion: In the simplifications, it is useful to note that

−h sinαn = αn cosαn.

7. Use the normalized eigenfunctions in Problem 1, Sec. 72, to show that

sinωx = 2ω cosω

∞ 
n=1

(−1)n
ω2 − ω2n

sinωnx (0 < x < 1),

where

ωn = (2n − 1)π

2
and ω  = ωn for any value of n.

Suggestion: The trigonometric identity

2 sinA sinB = cos(A− B)− cos(A+ B)

is useful in evaluating the integrals that arise.
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8. Find the Fourier constants cn for the function f (x) = x (1< x< b) with respect to the
normalized eigenfunctions in Problem 6, Sec. 72, and reduce those constants to the
form

cn =
√
2 lnb

nπ [1+ (−1)n+1b]
(ln b)2 + (nπ)2 (n = 1, 2, . . .).

Suggestion: The integration formula 
ex sin ax dx = ex(sin ax − a cos ax)

1+ a2
,

derived in calculus, is useful here.

9. Let f be a piecewise smooth function defined on the interval 1 < x < b.

(a) Use the normalized eigenfunctions in Problem 6, Sec. 72, to show formally that if
αn = nπ/ ln b, then

f (x) =
∞ 

n=1
Bn sin(αn ln x) (1 < x < b),

where

Bn = 2

ln b

 b

1

1

x
f (x) sin(αn ln x) dx (n = 1, 2, . . .).

(b) By making the substitution x = exp s in the series and integral in part (a) and then
referring to Theorem 2 in Sec. 15, verify that the series representation in part (a)
is valid for all points in the interval 1 < x < b at which f is continuous. (Compare
with Example 1, Sec. 73.)

10. Suppose that a function f , defined on the interval 0< x< c, is piecewise smooth there.

(a) Use the normalized eigenfunctions (Problem 7, Sec. 72)

φn(x) =
 
2

c
sinαnx (n = 1, 2, . . .),

where

αn = (2n − 1)π

2c
,

to show formally that

f (x) =
∞ 

n=1
Bn sinαnx (0 < x < c),

where

Bn = 2

c

 c

0

f (x) sinαnx dx (n = 1, 2, . . .).

(b) Note that according to Problem 6, Sec. 15, the series in part (a) is actually a Fourier
sine series for an extension of f on the interval 0< x< 2c. Then, with the aid of
Theorem 2 in Sec. 15, state why the representation in part (a) is valid for each
point x (0 < x < c) at which f is continuous.

11. (a) Use the normalized eigenfunctions

φn(x) =
√
2 sinαnx (n = 1, 2, . . .),
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where

αn = (2n − 1)π

2
,

in Problem 1, Sec. 72, to show formally that

x

 
1− 1

3
x2
 

= 4

∞ 
n=1

(−1)n+1
α4n

sinαnx (0 < x < 1).

(b) According to Problem 10, the series in part (a) here is a Fourier sine series on the
interval 0 < x < 2. With the aid of Theorem 2 in Sec. 15, show that the series just
obtained in part (a) converges for all x and that its sum is the antiperiodic function
(see Example 2, Sec. 73) Q(x) that is described by means of the equations

Q(x) = x

 
1− 1

3
x2
 

(−1 ≤ x ≤ 1), Q(x + 2) = −Q(x) (−∞ < x <∞).

74. A TEMPERATURE PROBLEM IN
RECTANGULAR COORDINATES

In this and the remaining sections of the chapter,we shall illustrate how theFourier
method can be applied to boundary value problems that lead to Sturm-Liouville
problems other than the ones arising in Chap. 5. As was the case in Chap. 5, we
seek only formal solutions of our boundary value problems.

Let u(x, t) denote temperatures in a slab 0 ≤ x ≤ 1 (Fig. 56), initially at
temperatures f (x), when the face x = 0 is insulated and surface heat transfer
takes place at the face x = 1 into a medium at temperature zero (see Sec. 26). The
boundary value problem to be solved is evidently

ut (x, t) = kuxx(x, t) (0 < x < 1, t > 0),(1)

ux(0, t) = 0, ux(1, t) = −hu(1, t), u(x, 0) = f (x),(2)

where h is a positive constant.

x ⫽ 0 x ⫽ 1

x

0⬚u(x, 0) ⫽ f (x)

FIGURE 56

Writing u= X(x)T(t) and separating variables, we arrive at the Sturm-
Liouville problem

X   (x)+ λX(x) = 0, X  (0) = 0, hX(1)+ X  (1) = 0,(3)
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along with the condition T  (t) + λkT(t)= 0. The eigenvalues and normalized
eigenfunctions of problem (3) are, according to Example 1, Sec. 72,

λn = α2n, Xn = φn(x) =
 

2h

h + sin2αn

cosαnx (n = 1, 2, . . .),

where tanαn = h/αn (αn> 0). The corresponding functions of t are,moreover, con-
stant multiples of

Tn(t) = exp
 −α2nkt

 
(n = 1, 2, . . .).

Hence, the formal solution of our temperature problem is

u(x, t) =
∞ 

n=1
γn exp

 −α2nkt
 
φn(x),(4)

where, in order that u(x, 0) = f (x) (0 < x < 1),

γn = ( f, φn) =
 1

0

f (x) φn(x) dx =
 

2h

h + sin2αn

 1

0

f (x) cosαnx dx(5)

(n = 1, 2, . . .).

Observe that series (4), when the expression for the normalized eigenfunc-
tions φn(x) of problem (3) is used, is

u(x, t) =
∞ 

n=1

  
2h

h + sin2αn

γn

 
exp

 −α2nkt
 
cosαnx.

Hence the solution just obtained can be written

u(x, t) =
∞ 

n=1
An exp

 −α2nkt
 
cosαnx,(6)

where

An = 2h

h + sin2αn

 1

0

f (x) cosαnx dx (n = 1, 2, . . .).(7)

It is easy to show that solution (6), with coefficients (7), also satisfies the
boundary value problem

ut (x, t) = kuxx(x, t) (−1 < x < 1, t > 0),(8)

ux(−1, t) = hu(−1, t), ux(1, t) = −hu(1, t) (t > 0),(9)

u(x, 0) = f (x) (−1 < x < 1),(10)

when f is an even function, or when f (−x) = f (x) (−1 < x < 1). For we already
know that u satisfies the heat equation and the second of boundary conditions (9).
Since the cosine function is even, it is clear from expression (6) that u is even in
x; and its partial derivative ux is odd in x. Hence the first of boundary conditions
(9) is also satisfied:

ux(−1, t) = −ux(1, t) = hu(1, t) = hu(−1, t).
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Finally, we already know that u(x, 0) = f (x) when 0 < x < 1; furthermore, when
−1 < x < 0, the fact that u and f are even in x enables us to write

u(x, 0) = u(−x, 0) = f (−x) = f (x).

The boundary value problem (8)–(10) is, of course, a temperature problem
for a slab−1 ≤ x ≤ 1 with initial temperatures (10) and with surface heat transfer
at both faces into amedium at temperature zero (Fig. 57). The solution of problem
(8)–(10) when f is not necessarily even is obtained in the problems.

x ⫽ ⫺1 x ⫽ 1

xO

0⬚ 0⬚u(x, 0) ⫽ f (x)

FIGURE 57

PROBLEMS†

1. Show that when f (x) = 1 (0 < x < 1) in the boundary value problem (1)–(2) in Sec. 74,
the solution (6)–(7) there reduces to

u(x, t) = 2h

∞ 
n=1

sinαn

αn(h + sin2αn)
exp
 
−α2nkt

 
cosαnx,

where tanαn = h/αn (αn > 0).

2. Use the normalized eigenfunctions of the Sturm-Liouville problem

X   + λX = 0, X(0) = 0, X  (π) = 0

to solve the boundary value problem

ut (x, t) = kuxx(x, t) (0 < x < π, t > 0),

u(0, t) = 0, ux(π, t) = 0, u(x, 0) = f (x).

Show that the solution can be written

u(x, t) =
∞ 

n=1
B2n−1 exp

 
− (2n − 1)2k

4
t

 
sin
(2n − 1)x

2
,

†The eigenvalues and (normalized) eigenfunctions of any Sturm-Liouville problem that arises have

already been found in Sec. 72 or in the problem set with that section.
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where

B2n−1 =
2

π

 π

0

f (x) sin
(2n − 1)x

2
dx (n = 1, 2, . . .).

(The solution in this form was obtained in another way in Example 2, Sec. 40.)

3. Give a full physical interpretation of the following temperature problem, involving a
time-dependent diffusivity, and derive its solution:

(1+ t)ut (x, t) = uxx(x, t) (0 < x < 1, t > 0),

u(0, t) = 0, ux(1, t) = 0, u(x, 0) = 1.

Answer: u(x, t) = 2
∞ 

n=1

sinαnx

αn

(1+ t)−α
2
n , where αn = (2n − 1)π

2
.

4. (a) Give a physical interpretation of the boundary value problem

ut (x, t) = kuxx(x, t) (0 < x < 1, t > 0),

u(0, t) = 0, ux(1, t) = −hu(1, t), u(x, 0) = f (x),

where h is a positive constant. Then derive the solution

u(x, t) =
∞ 

n=1
Bn exp

 
−α2nkt

 
sinαnx,

where tanαn = −αn/h (αn > 0) and

Bn = 2h

h + cos2αn

 1

0

f (x) sinαnx dx (n = 1, 2, . . .).

(b) Use an argument similar to the one at the end of Sec. 74 to show that the solution
found in part (a) formally satisfies the boundary value problem (8)–(10) in that
section when the function f there is odd, or when

f (−x) = − f (x) (−1 < x < 1).

5. Use the following method to solve the temperature problem (see Fig. 57 in Sec. 74)

ut (x, t) = kuxx(x, t) (−1 < x < 1, t > 0),

ux(−1, t) = hu(−1, t), ux(1, t) = −hu(1, t) (t > 0),

u(x, 0) = f (x) (−1 < x < 1)

when the function f is not necessarily even or odd, as it was in condition (10), Sec. 74,
and Problem 4(b), respectively.

(a) Show that if v(x, t) is the solution of the problem when f (x) is replaced by the
function

G(x) = f (x)+ f (−x)

2

and if w(x, t) is the solution when f (x) is replaced by

H(x) = f (x)− f (−x)

2
,

then the sumu(x, t) = v(x, t)+w(x, t) satisfies the aboveboundary valueproblem.
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(b) After noting that the functions G and H in part (a) are even and odd, respectively,
apply the result there, together with results in Sec. 74 and Problem 4, to show that

u(x, t) =
∞ 

n=1
An exp

 
−α2nkt

 
cosαnx +

∞ 
n=1

Bn exp
 
−β2nkt

 
sinβnx,

where

tanαn = h

αn

(αn > 0), tanβn = −βn

h
(βn > 0)

and

An = h

h + sin2αn

 1

−1
f (x) cosαnx dx, Bn = h

h + cos2βn

 1

−1
f (x) sinβnx dx.

Suggestion: In part (b), write 1

0

G(x) cosαnx dx = 1

2

  1

0

f (x) cosαnx dx +
 1

0

f (−s) cosαns ds

 
and  1

0

H(x) sinβnx dx = 1

2

  1

0

f (x) sinβnx dx −
 1

0

f (−s) sinβns ds

 
,

where G(x) and H(x) are the functions appearing in part (a). Then make the sub-
stitution x = −s in the second integrals on the right-hand sides of these equations.

75. STEADY TEMPERATURES

In this section, we treat two steady temperature problems.

EXAMPLE 1. Let u(x, y) represent a function that is harmonic inside a
square whose edges are of unit length:

uxx(x, y)+ uyy(x, y) = 0 (0 < x < 1, 0 < y < 1).(1)

The function is to satisfy the boundary conditions

u(x, 0) = 0, uy(x, 1) = −hu(x, 1) (0 < x < 1),(2)

where h is a positive constant, and

u(0, y) = 0, u(1, y) = f (y) (0 < y < 1).(3)

This can be thought of as a problem in steady temperatures in a long rod with
a square cross section. The temperatures on three of its surfaces are as shown
in Fig. 58, and there is surface heat transfer into a medium at temperature zero
through the fourth surface.

We start the solution of this boundary value problem by substituting the
product u = X(x)Y(y) into conditions (1) and (2) and writing

Y   (y)+ λY(y) = 0, Y(0) = 0, hY(1)+ Y  (1) = 0,(4)

X  (x)− λX(x) = 0, X(0) = 0.(5)
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O x

y

ⵜ
2u ⫽ 0 u ⫽ f (y)u ⫽ 0

u ⫽ 0

0⬚

1

1

FIGURE 58

Problem 2, Sec. 72, tells us that the eigenvalues and normalized eigenfunctions of
the Sturm-Liouville problem (4) are

λn = α2n, Yn = φn(y) =
 

2h

h + cos2 αn

= sinαn y (n = 1, 2, . . .)

where tanαn = −αn/h (αn > 0). When λ = α2n, it follows from conditions (5) that
the corresponding functions of x are constant multiples of

Xn(x) = sinhαnx (n = 1, 2, . . .).

Thus,

u(x, y) =
∞ 

n=1
γn sinhαnx φn(y),(6)

where the γn are constants whose values are to be found.
Now the second of conditions (3) is satisfied when

f (y) =
∞ 

n=1
γn sinhαn φn(y) (0 < y < 1),

and so

γn sinhαn = ( f, φn) =
 1

0

f (y)φn(y) dy =
 

2h

h + cos2 αn

 1

0

f (y) sinαn y dy

(n = 1, 2, . . .).
That is, 

2h

h + cos2 αn

γn = 1

sinhαn

· 2h

h + cos2 αn

 1

0

f (y) sinαn y dy (n = 1, 2, . . .).(7)

Finally, if we rewrite series (6) as

u(x, y) =
∞ 

n=1

  
2h

h + cos2 αn

γn

 
sinhαnx sinαn y,

equation (7) enables us to express our solution in the form

u(x, y) =
∞ 

n=1
Bn

sinhαnx

sinhαn

sinαn y(8)
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where

Bn = 2h

h + cos2 αn

 1

0

f (y) sinαn y dy (n = 1, 2, . . .).(9)

EXAMPLE 2. Here u(x, y) denotes the bounded steady temperatures in a
semi-infinite slab, bounded by the planes x = 0, x =π , and y= 0 (Fig. 59), whose
faces are subject to the following conditions. The face in the plane x = 0 is insu-
lated, the face in the plane x = π is kept at temperature zero, and the flux inward
through the face in the plane y = 0 (see Sec. 26) is a prescribed function f (x).
The boundary value problem for this slab is

uxx(x, y)+ uyy(x, y) = 0 (0 < x < π, y > 0),(10)

ux(0, y) = 0, u(π, y) = 0 (y > 0),(11)

−Kuy(x, 0) = f (x) (0 < x < π),(12)

where K is a positive constant.

x ⫽ O x

y

ⵜ
2u ⫽ 0 u ⫽ 0

f (x)

FIGURE 59

By assuming a product solution u = X(x)Y(y) of conditions (10) and (11)
and separating variables, we find that

X  (x)+ λX(x) = 0, X  (0) = 0, X(π) = 0(13)

and that Y(y) is to be a bounded solution of the differential equation

Y   (y)− λY(y) = 0.(14)

According to Problem 3, Sec. 72, the eigenvalues and normalized eigenfunctions
of the Sturm-Liouville problem (13) are

λn = α2n, Xn = φn(x) =
 
2

π
cosαnx (n = 1, 2, . . .),

where αn = (2n−1)/2. Also, when λ = α2n, the general solution of equation (14) is
Y(y) = C1e

αn y + C2e
−αn y.
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In order that this solution be bounded, we need C1 = 0; and the needed bounded
solutions of equation (14) are constant multiples of the functions

Yn(y) = exp(−αn y) (n = 1, 2, . . .).

Consequently,

u(x, y) =
∞ 

n=1
γn exp(−αn y) φn(x),(15)

where the coefficients γn here are to be determined.
Applying the nonhomogeneous condition (12) to expression (15), one can

see that the constants γn must be such that

f (x) =
∞ 

n=1
(Kγnαn) φn(x) (0 < x < π).

That is,

Kγnαn = ( f, φn) =
 
2

π

 π

0

f (x) cosαnx dx (n = 1, 2, . . .).(16)

Finally, it follows from expressions (15) and (16) that

u(x, y) = 1

K

∞ 
n=1

An

exp(−αn y)

αn

cosαnx,(17)

where

An = 2

π

 π

0

f (x) cosαnx dx (n = 1, 2, . . .).(18)

Since αn = (2n − 1)/2, equations (17) and (18) can, of course, be written in
the form

u(x, y) = 2

K

∞ 
n=1

An

2n − 1
exp

 
− (2n − 1)y

2

 
cos

(2n − 1)x

2
,(19)

where

An = 2

π

 π

0

f (x) cos
(2n − 1)x

2
dx (n = 1, 2, . . .).(20)

PROBLEMS†

1. Solve the boundary value problem

uxx(x, y)+ uyy(x, y) = 0 (0 < x < a, 0 < y < b),

ux(0, y) = 0, ux(a, y) = −hu(a, y) (0 < y < b),

u(x, 0) = 0, u(x, b) = f (x) (0 < x < a),

†The footnote with the problem set for Sec. 74 applies here too.
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where h is a positive constant, and interpret u(x, y) physically.

Answer: u(x, y) = 2h

∞ 
n=1

cosαnx

ha + sin2αna
· sinhαn y

sinhαnb

 a

0

f (s) cosαns ds,

where tanαna = h/αn (αn > 0).

2. A bounded harmonic function u(x, y) in the semi-infinite strip x > 0, 0 < y < 1 is to
satisfy the boundary conditions

u(x, 0) = 0, uy(x, 1) = −hu(x, 1), u(0, y) = u0,

where h (h > 0) and u0 are constants. Derive the expression

u(x, y) = 2hu0

∞ 
n=1

1− cosαn

αn(h + cos2αn)
exp(−αnx) sinαn y,

where tanαn = −αn/h (αn > 0). Interpret u(x, y) physically.

3. Find the bounded harmonic function u(x, y) in the semi-infinite strip 0 < x < 1, y > 0
that satisfies the boundary conditions

ux(0, y) = 0, ux(1, y) = −hu(1, y), u(x, 0) = f (x),

where h is a positive constant, and interpret u(x, y) physically.

Answer: u(x, y) =
∞ 

n=1
An exp(−αn y) cosαnx,

where tanαn = h/αn (αn > 0) and

An = 2h

h + sin2αn

 1

0

f (x) cosαnx dx (n = 1, 2, . . .).

4. Find the bounded solution of this boundary value problem, where b and h are positive
constants:

uxx(x, y)+ uyy(x, y)− bu(x, y) = 0 (0 < x < 1, y > 0),

u(0, y) = 0, ux(1, y) = −hu(1, y), u(x, 0) = f (x).

Answer: u(x, y) =
∞ 

n=1
Bn

sinαnx

exp
 

y
 

b+ α2n
 ,

where tanαn = −αn/h (αn> 0) and

Bn = 2h

h + cos2αn

 1

0

f (x) sinαnx dx (n = 1, 2, . . .).

76. OTHER COORDINATES

To illustrate the methods of this chapter in other than rectangular coordinates,
we next consider a problem involving polar coordinates. In addition, two of the
problems immediately following this section involve spherical coordinates.

We seek here a function u(ρ, φ) that satisfies a Dirichlet problem (Sec. 31)
consisting of Laplace’s equation

ρ2uρρ(ρ, φ)+ ρuρ(ρ, φ)+ uφφ(ρ, φ) = 0 (1 < ρ < b, 0 < φ < π)(1)
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and the boundary conditions (Fig. 60)

u(ρ, 0) = 0, u(ρ, π) = u0 (1 < ρ < b),(2)

u(1, φ) = 0, u(b, φ) = 0 (0 < φ < π),(3)

where u0 is a constant.

u ⫽ u0

u ⫽ 0

ⵜ
2u ⫽ 0

u ⫽ 0

u ⫽ 01O b





FIGURE 60

Substitution of the product u = R(ρ) (ϕ) into the differential equation (1),
followed by separation of variables, yields

ρ2R  

R
+ ρR 

R
= − 

  

 
= −λ,

where −λ, rather than λ, is chosen as the separation constant in order to obtain a
Sturm-Liouville problem in standard form.More precisely, we have the conditions

(ρ R ) + λ

ρ
R = 0, R(1) = 0, R(b) = 0,(4)

   − λ = 0,  (0) = 0.(5)

and need only refer to Problem 6, Sec. 72, to see that the eigenvalues of problem
(4) are λn = α2n (n = 1, 2, . . .), where αn = nπ/ ln b, and that the normalized
eigenfunctions are

Rn = φn(ρ) =
 

2

ln b
sin(αn ln ρ) (n = 1, 2, . . .).

Theweight function for theseeigenfunctions is,moreover, 1/ρ.Except for constant
factors, the corresponding functions of φ, arising from conditions (5) when λ = α2n,
are

 n = sinhαnφ (n = 1, 2, . . .).

Hence,

u(ρ, φ) =
∞ 

n=1
(γn sinhαnφ) φn(ρ).(6)

Turning to the nonhomogeneous condition u(ρ, π) = u0, we set φ = π in
expression (6) and write

u0 =
∞ 

n=1
(γn sinhαnπ) φn(ρ) (1 < ρ < b).
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Evidently, then, the products γn sinhαnπ are the Fourier constants in this expan-
sion, and so

γn sinhαnπ = (u0, φn) = u0

 
2

ln b

 b

1

1

ρ
sin(αn ln ρ) dρ.

This integral is readily evaluated by making the substitution ρ = exp s; and by
recalling that αn = nπ/ ln b, one can simplify the result to show that

γn sinhαnπ = u0
√
2 lnb

π
· 1− (−1)

n

n
.(7)

So, in view of expressions (6) and (7),

u(ρ, φ) = 2u0

π

∞ 
n=1

1− (−1)n
n

· sinhαnφ

sinhαnπ
sin(αn ln ρ).

That is,

u(ρ, φ) = 4u0

π

∞ 
n=1

sinhα2n−1φ
sinhα2n−1π

· sin(α2n−1 ln ρ)
2n − 1

.(8)

It is interesting to contrast this solution with the one obtained in Example 1,
Sec. 44, for a Dirichlet problem involving the same region but with the nonhomo-
geneous condition u = u0 occurring when ρ = b instead of when φ = π .

PROBLEMS†

1. Show that if the condition u(ρ, π)= u0 (1<ρ <b) in Sec. 76 is replaced by the condition
u(ρ, π) = ρ (1 < ρ < b), then

u(ρ, φ) = 2π

∞ 
n=1

n [1+ (−1)n+1b]
(ln b)2 + (nπ)2 · sinhαnφ

sinhαnπ
sin(αn ln ρ),

where αn = nπ/ ln b.
Suggestion: The Fourier constants found in Problem 8, Sec. 73, can be used here.

2. Let ρ, φ, z denote cylindrical coordinates, and solve the following boundary value
problem in the region 1 ≤ ρ ≤ b, 0 ≤ φ ≤ π of the plane z = 0:

ρ2uρρ(ρ, φ)+ ρuρ(ρ, φ)+ uφφ(ρ, φ) = 0 (1 < ρ < b, 0 < φ < π),

uρ(1, φ) = 0, uρ(b, φ) = −hu(b, φ) (0 < φ < π),

uφ(ρ, 0) = 0, u(ρ, π) = u0 (1 < ρ < b),

where h (h > 0) and u0 are constants. Interpret the function u(ρ, φ) physically.

Answer: u(ρ, φ) = 2hbu0

∞ 
n=1

coshαnφ

coshαnπ
· sin(αn ln b) cos(αn ln ρ)

αn[hb ln b+ sin2(αn ln b)]
,

where tan(αn ln b) = hb/αn (αn > 0).

†See the footnote with the problem set for Sec. 74.
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3. The boundary r = 1 of a solid sphere is kept insulated and that solid is initially at
temperatures f (r), where r is the spherical coordinate described in Sec. 24. If u(r, t)

denotes subsequent temperatures, then

∂u

∂t
= k

r

∂2

∂r 2
(ru), ur (1, t) = 0, u(r, 0) = f (r).

By writing v(r, t)= r u(r, t) and requiring that u be continuous when r = 0 (compare
with Example 1, Sec. 41), set up a boundary value problem in v, involving the boundary
conditions

v(0, t) = 0, v(1, t) = vr (1, t), v(r, 0) = r f (r).

Then derive the temperature formula

u(r, t) = B0 +
∞ 

n=1
Bn

sinαnr

αnr
exp(−α2nkt),

where tanαn = αn (αn > 0) and

B0 = 3

 1

0

r 2 f (r) dr, Bn = 2

 
αn +

1

αn

  1

0

r f (r) sinαnr dr (n = 1, 2, . . .).

(An eigenfunction expansion similar to the one required here was found in Example 3,
Sec. 73.)

4. By writing v(r, t) = ru(r, t), find the temperatures u = u(r, t) in the solid sphere of
Problem 3 when the conditions there are replaced by

∂u

∂t
= k

r

∂2

∂r 2
(ru), ur (1, t) = −hu(1, t), u(r, 0) = f (r),

where the constant h is larger than 1. Interpret this problem physically and derive the
temperature formula

u(r, t) =
∞ 

n=1
Bn

sinαnr

r
exp(−α2nkt),

where

tanαn = − αn

h − 1
(αn > 0)

and

Bn = 2(h − 1)

h − 1+ cos2 αn

 1

0

r f (r) sinαnr dr (n = 1, 2, . . .).

Suggestion: The Solution of the problem

∂v

∂t
= k

∂2v

∂x2
, v(0, t) = 0, vr (1, t) = −(h − 1)v(1, t), v(r, 0) = r f (r)

in v(r, t) is readily found by referring to Problem 4(a), Sec 74.

77. A MODIFICATION OF THEMETHOD

We now illustrate a certain modification of the Fourier method that can often be
used when generalized Fourier series arise. Another such modification is illus-
trated in Sec. 78. Both types of modifications were used in Chap. 5 when ordinary
Fourier cosine and sine series were involved.



246 STURM-LIOUVILLE PROBLEMS AND APPLICATIONS CHAP. 8

Assume that heat is introduced through the face x = 1 of a slab 0 ≤ x ≤ 1
at a uniform rate A (A> 0) per unit area (Sec. 26), while the face x = 0 is kept
at the initial temperature zero of the slab. The temperature function u(x, t) must
satisfy the conditions

ut (x, t) = kuxx(x, t) (0 < x < 1, t > 0),(1)

u(0, t) = 0, Kux(1, t) = A (t > 0),(2)

u(x, 0) = 0 (0 < x < 1).(3)

Because the second of conditions (2) is nonhomogeneous, we do not have
two-point boundary conditions leading to a Sturm-Liouville problem. But, by
writing

u(x, t) = U(x, t)+ (x)(4)

(compare with Example 2, Sec. 39), we find that conditions (1)–(3) become

Ut (x, t) = k[Uxx(x, t)+   (x)],

U(0, t)+ (0) = 0, K [Ux(1, t)+  (1)] = A,

and

U(x, 0)+ (x) = 0.

Hence, if we require that

   (x) = 0 and  (0) = 0, K  (1) = A,(5)

we have the boundary value problem

Ut (x, t) = kUxx(x, t), U(0, t) = 0, Ux(1, t) = 0, U(x, 0) = − (x)(6)

for U(x, t) that does have two-point boundary conditions leading to a Sturm-
Liouville problem.

It follows readily from conditions (5) that

 (x) = A

K
x.(7)

Also, by assuming a product solution U = X(x)T(t) of the homogeneous condi-
tions in problem (6), we see that

X   (x)+ λX(x) = 0, X(0) = 0, X  (1) = 0(8)

and T  (t) + λkT(t) = 0. According to Problem 1, Sec. 72, the Sturm-Liouville
problem (8) has the eigenvalues and normalized eigenfunctions

λn = α2n, Xn = φn(x) =
√
2 sinαnx (n = 1, 2, . . .),

where αn = (2n − 1)π/2; and the corresponding functions of t are

Tn(t) = exp(−α2nkt) (n = 1, 2, . . .).
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Hence,

U(x, t) =
∞ 

n=1
γn exp(−α2nkt) φn(x)(9)

where, in view of the last of conditions (6),

− A

K
x =

∞ 
n=1
γn φn(x) (0 < x < 1).

Now the Fourier constants for x (0 < x < 1) with respect to the normalized
eigenfunctions here are already known to us (see Example 2, Sec. 73, when c = 1),
and that earlier result tells us that

γn =
√
2

A

K
· (−1)

n

α2n
.

After substituting these values of γn into expression (9) and then simplifying and
combining the result with expression (7), as indicated in equation (4), we arrive
at the desired temperature function:

u(x, t) = A

K

 
x + 2

∞ 
n=1

(−1)n
α2n

exp(−α2nkt) sinαnx

 
,(10)

where αn = (2n − 1)π/2.

PROBLEMS†

1. With the aid of representation (8) in Example 2, Sec. 73, show that the temperature
function (10) in Sec. 77 can be written in the form

u(x, t) = 2A

K

∞ 
n=1

(−1)n+1
α2n

[1− exp(−α2nkt)] sinαnx,

where αn = (2n − 1)π/2.

2. Heat transfer takes place at the surface x = 0 of a slab 0 ≤ x ≤ 1 into a medium at
temperature zero, according to the linear law of surface heat transfer, so that (Sec. 26)

ux(0, t) = hu(0, t) (h > 0).

The other boundary conditions are as indicated in Fig. 61, and the unit of time is chosen
so that k = 1 in the heat equation. By proceeding as in Sec. 77, derive the temperature
formula

u(x, t) = hx + 1

h + 1
− 2h

∞ 
n=1

sinαn(1− x)

αn(h + cos2αn)
exp(−α2nt),

where tanαn = −αn/h (αn > 0).

†The footnote with the problem set for Sec. 74 also applies here.
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x ⫽ 0 x ⫽ 1

x

0⬚ u(x, 0) ⫽ 0 u ⫽ 1

FIGURE 61

Suggestion: In simplifying the expression for the Fourier constants that arise, it
is useful to note that

−h sinαn

α2n
= cosαn

αn

.

3. Give a physical interpretation of the boundary value problem

ut (x, t) = kuxx(x, t) (0 < x < 1, t > 0),

ux(0, t) = 0, ux(1, t) = h [T − u(1, t)] (h > 0),

u(x, 0) = 0,

where T is a constant (see Sec. 26). By making the substitution

u(x, t) = U(x, t)+ (x)
and referring to the solution (6)–(7) in Sec. 74 that was found for another boundary
value problem, derive the solution

u(x, t) = T

 
1− 2h

∞ 
n=1

sinαn cosαnx

αn(h + sin2αn)
exp
 
−α2nkt

  
,

where tanαn = h/αn (αn > 0), of the boundary value problem here.

4. Use the same substitution as in Problem 3 and the same solution of an earlier boundary
value problem to solve the temperature problem

ut (x, t) = kuxx(x, t)+ q0 (0 < x < 1, t > 0),

ux(0, t) = 0, ux(1, t) = −hu(1, t) (h > 0),

u(x, 0) = 0,

where q0 is a constant.

Answer: u(x, t) = q0

2k

 
2

h
+ 1− x2 − 4h

∞ 
n=1

sinαn cosαnx

α3n(h + sin2αn)
exp
 
−α2nkt

  
,

where tanαn = h/αn (αn > 0).

5. Use the method in Sec. 77 to solve the boundary value problem

(1+ t) ut (x, t) = uxx(x, t) (0 < x < 1, t > 0),

ux(0, t) = −1, u(1, t) = 0, u(x, 0) = 0.

Interpret this problem physically (compare with Problem 3, Sec. 74).

Answer: u(x, t) = 1− x − 2
∞ 

n=1

cosαnx

α2n
(1+ t)−α

2
n , where αn = (2n − 1)π

2
.
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78. ANOTHERMODIFICATION

Let u(x, t) denote temperatures in a slab 0 ≤ x ≤ π (Fig. 62) that is initially at
temperature zero and whose face x = 0 is insulated, while the face x =π has
temperatures u(π, t)= t (t ≥ 0). If the unit of time is chosen so that the thermal
diffusivity k in the heat equation is unity, the boundary value problem for u(x, t)

is

ut (x, t) = uxx(x, t) (0 < x < π, t > 0),(1)

ux(0, t) = 0, u(π, t) = t, u(x, 0) = 0.(2)

x ⫽ 0 x ⫽ 

x

u(x, 0) ⫽ 0 u ⫽ t

FIGURE 62

Observe that if u(x, t) satisfies the first two of conditions (2), then the related
function U(x, t) = u(x, t)− t satisfies the conditions

Ux(0, t) = 0 and U(π, t) = 0,(3)

both of which are homogeneous. In fact, by writing

u(x, t) = U(x, t)+ t,

wehave the relatedboundary valueproblemconsistingof thedifferential equation

Ut (x, t) = Uxx(x, t)− 1(4)

and conditions (3), along with the condition

U(x, 0) = 0.(5)

The nonhomogeneity in the second of conditions (2) is now transferred to the dif-
ferential equation in the new boundary value problem, and this suggests applying
the method of variation of parameters, first used in Sec. 42.

Webeginbynoting thatwhen themethodof separationof variables is applied
to the homogeneous differential equation Ut (x, t) = Uxx(x, t), which is equation
(4) with the term −1 deleted, and to conditions (3), the Sturm-Liouville problem

X   (x)+ λX(x) = 0, X  (0) = 0, X(π) = 0

arises. Furthermore, from Problem 3, Sec. 72, we know that the eigenfunctions of
this problem are the cosine functions

Xn(x) = cosαnx where αn = 2n − 1

2
(n = 1, 2, . . .).
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We thus seek a solution of the boundary value problem (3)–(5) having the form

U(x, t) =
∞ 

n=1
An(t) cosαnx.(6)

By substituting series (6) into equation (4) and referring to Problem 1,
Sec. 73, for the expansion

1 = 2

π

∞ 
n=1

(−1)n+1
αn

cosαnx (0 < x < π),

we find that
∞ 

n=1

 
A 

n(t)+ α2n An(t)
 
cosαnx =

∞ 
n=1

2(−1)n
παn

cosαnx.

Then, by identifying the coefficients in the series on each side here, we have the
differential equation

A 
n(t)+ α2n An(t) =

2(−1)n
παn

(n = 1, 2, . . .).(7)

Also, condition (5) tells us that

∞ 
n=1

An(0) cosαnx = 0,

or An(0) = 0 (n = 1, 2, . . .).
Now an integrating factor for the linear first-order differential equation (7)

is

exp

  
α2n dt

 
= expα2nt.

Hence, if we multiply through the differential equation by this integrating factor,
we have

d

dt

  
expα2nt

 
An(t)

 = 2(−1)n
παn

expα2nt.

By replacing the variable t here by τ , integrating the result from τ = 0 to τ = t ,
and keeping in mind the requirement that An(0) = 0, we see that 

expα2nt
 

An(t) =
2(−1)n
πα3n

 
expα2nt − 1

 
,

or

An(t) =
2

π
· (−1)

n

α3n

 
1− exp

 −α2nt
  

(n = 1, 2, . . .).

Finally, by substituting this expression for An(t) into equation (6) and then
recalling that u(x, t) = U(x, t)+ t , we obtain the solution of the original boundary
value problem:

u(x, t) = t + 2

π

∞ 
n=1

(−1)n
α3n

 
1− exp

 −α2nt
  
cosαnx,(8)
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where

αn = 2n − 1

2
(n = 1, 2, . . .).(9)

Note that in view of the representation

π2 − x2 = 4

π

∞ 
n=1

(−1)n+1
α3n

cosαnx (0 < x < π),

found in Problem 4, Sec. 73, this solution can be written

u(x, t) = t − π2 − x2

2
− 2

π

∞ 
n=1

(−1)n
α3n

exp
 −α2nt

 
cosαnx.(10)

PROBLEMS†

1. Use the method of variation of parameters to solve the boundary value problem

ut (x, t) = kuxx(x, t)+ q(t) (0 < x < 1, t > 0),

ux(0, t) = 0, u(1, t) = 0, u(x, 0) = 0

for temperatures in an internally heated slab.
Suggestion: The representation, with c = 1, that was found in Problem 1,

Sec. 73, is needed here.

Answer: u(x, t) = 2

∞ 
n=1

(−1)n+1
αn

cosαnx

 t

0

exp
 
− α2nk(t − τ)

 
q(τ ) dτ,

where αn = (2n − 1)π/2.

2. Solve the temperature problem

ut (x, t) = uxx(x, t) (0 < x < 1, t > 0),

ux(0, t) = 0, u(1, t) = F(t), u(x, 0) = 0,

where F is continuous and F(0) = 0. [Compare this problem with the boundary value
problem (1)–(2) in Sec. 78.] Express the answer in the form

u(x, t) = F(t)+ 2

∞ 
n=1

(−1)n
αn

cosαnx

 t

0

exp
 
−α2n(t − τ)

 
F  (τ ) dτ,

where αn = (2n − 1)π/2.

3. By using the method of variation of parameters, derive the bounded solution of this
problem:

uxx(x, y)+ uyy(x, y)+ q0 = 0 (0 < x < 1, y > 0),

u(0, y) = 0, ux(1, y) = −hu(1, y) (h > 0), u(x, 0) = 0,

where q0 and h are constants. Interpret the problem physically.

† See the footnote with the problem set for Sec. 74.
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Suggestion: The representation found inProblem3, Sec. 73, is neededhere.Also,
for general comments on solving the nonhomogeneous linear second-order differential
equation that arises, see the suggestion with Problem 4, Sec. 43.

Answer: u(x, y) = 2q0h

∞ 
n=1

1− cosαn

α3n(h + cos2αn)
[1− exp(−αn y)] sinαnx,

where tanαn = −αn/h (αn > 0).

4. With the aid of the representation found in Problem 6, Sec. 73, write the solution in
Problem 3 just above as

u(x, t) = q0

2

 
x

 
2+ h

1+ h
− x

 
− 4h

∞ 
n=1

1− cosαn

α3n(h + cos2αn)
exp(−αn y) sinαnx

 
,

where tanαn = −αn/h (αn > 0). Then observe how it follows that

lim
y→∞

u(x, y) = q0

2
x

 
2+ h

1+ h
− x

 
.

79. A VERTICALLY HUNG ELASTIC BAR

An unstrained elastic bar, or heavy coiled spring, is clamped along its length c

in order to prevent longitudinal displacements and then hung from its end x = 0
(Fig. 63). At the instant t = 0, the clamp is released and the bar vibrates longitu-
dinally because of its own weight. If y(x, t) denotes longitudinal displacements
in the bar once it is released, then y(x, t) satisfies the modified form (Problem 3,
Sec. 29)

ytt (x, t) = a2yxx(x, t)+ g (0 < x < c, t > 0)(1)

of the wave equation, where g is acceleration due to gravity. The stated conditions
at the ends of the bar tell us that (see Sec. 29)

y(0, t) = 0, yx(c, t) = 0,(2)

the initial conditions being

y(x, 0) = 0, yt (x, 0) = 0.(3)

x

y(x, t)

FIGURE 63
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The fact that equation (1) is nonhomogeneous suggests that we use the
method of variation of parameters, first used in Sec. 42. We begin with the obser-
vation that the sine functions

Xn(x) = sinαnx where αn = (2n − 1)π

2c
(n = 1, 2, . . .)

are the eigenfunctions (Problem 7, Sec. 72) of the Sturm-Liouville problem

X  (x)+ λX(x) = 0, X(0) = 0, X (c) = 0,

which arises when the method of separation of variables is applied to the homo-
geneous wave equation yxx(x, t) = a2ytt (x, t) and conditions (2). To be specific,
we seek a solution of the boundary value problem (1)–(3) having the form

y(x, t) =
∞ 

n=1
Bn(t) sinαnx,(4)

where

αn = (2n − 1)π

2c
.(5)

Substituting series (4) into equation (1) and recalling the representation (Prob-
lem 2, Sec. 73)

1 = 2

c

∞ 
n=1

sinαnx

αn

(0 < x < c),

we find that
∞ 

n=1
B  

n(t) sinαnx = a2
∞ 

n=1
[−α2n Bn(t) sinαnx]+ 2g

c

∞ 
n=1

sinαnx

αn

,

or
∞ 

n=1
[B  

n(t)+ (αna)2Bn(t)] sinαnx =
∞ 

n=1

2g

cαn

sinαnx.

That is,

B  
n(t)+ (αna)2Bn(t) =

2g

cαn

(n = 1, 2, . . .).(6)

It follows, moreover, from conditions (3) that

Bn(0) = 0, B 
n(0) = 0 (n = 1, 2, . . .).(7)

Now the general solution of the complementary equation

B  
n(t)+ (αna)2Bn(t) = 0

is

Bn(t) = C1 cosαnat + C2 sinαnat,
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where C1 and C2 are arbitrary constants, and it is easy to see that a particular
solution of equation (6) is

Bn(t) =
2g

a2cα3n
.

Hence, the general solution of equation (6) is

Bn(t) = C1 cosαnat + C2 sinαnat + 2g

a2cα3n
.(8)

The constants C1 and C2 are readily determined by imposing conditions (7) on
expression (8). The result is

Bn(t) =
2g

a2cα3n
(1− cosαnat);

and in view of equation (4), it follows that

y(x, t) = 2g

a2c

∞ 
n=1

sinαnx

α3n
(1− cosαnat).(9)

This solution can actually be written in closed form in the following way,
which is based on the fact (Problem 5, Sec. 73) that

4

c

∞ 
n=1

sinαnx

α3n
= Q(x) (−∞ < x <∞),(10)

where Q(x) is the antiperiodic function described by means of the equations

Q(x) = x(2c − x) (0 ≤ x ≤ 2c),(11)

Q(x + 2c) = −Q(x) (−∞ < x <∞).(12)

First, we put expression (9) in the form

y(x, t) = g

2a2

 
x(2c − x)− 4

c

∞ 
n=1

sinαnx cosαnat

α3n

 
.(13)

As for the remaining series here, the trigonometric identity

2 sinA cosB = sin(A+ B)+ sin(A− B)

enables us to write

2

∞ 
n=1

sinαnx cosαnat

α3n
=

∞ 
n=1

sinαn(x + at)

α3n
+

∞ 
n=1

sinαn(x − at)

α3n
,

or

4

c

∞ 
n=1

sinαnx cosαnat

α3n
= Q(x + at)+ Q(x − at)

2
.
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Finally, then,

y(x, t) = g

2a2

 
x(2c − x)− Q(x + at)+ Q(x − at)

2

 
.(14)

PROBLEMS†

1. A horizontal elastic bar, with its end x = 0 kept fixed, is initially stretched so that its
longitudinal displacements are y(x, 0) = bx (0 ≤ x ≤ c). It is released from rest in that
position at the instant t = 0; and its end x = c is kept free, so that yx(c, t) = 0. Derive
this expression for the displacements:

y(x, t) = b

 
H(x + at)+ H(x − at)

2

 
,

where H(x) is the triangular wave function (6) in Example 2, Sec. 73. (Except for the
condition at x = 0, the boundary value problem here is the same as the one solved in
Sec. 47.)

2. Suppose that the end x = 0 of a horizontal elastic bar of length c is kept fixed and that
a constant force F0 per unit area acts parallel to the bar at the end x = c. Let all parts
of the bar be initially unstrained and at rest. The displacements y(x, t) then satisfy the
boundary value problem

ytt (x, t) = a2yxx(x, t) (0 < x < c, t > 0),

y(0, t) = 0, Eyx(c, t) = F0,

y(x, 0) = 0, yt (x, 0) = 0,

where a2 = E/δ, the constant E is Young’s modulus of elasticity, and δ is the mass per
unit volume of the material (see Sec. 29).
(a) Write y(x, t) = Y(x, t) +  (x) (compare with Sec. 77) and determine  (x) such

thatY(x, t) satisfies aboundary valueproblemwhose solution is obtainedby simply
referring to the solution in Problem 1. Thus show that

y(x, t) = F0

E

 
x − H(x + at)+ H(x − at)

2

 
,

where H(x) is the same triangular wave function as in Problem 1.
(b) Use the expression for y(x, t) in part (a) to show that those displacements are

periodic in t , with period

T0 =
4c

a
= 4c

 
δ

E
.

That is, show that y(x, t + T0) = y(x, t).

3. Show that the displacements at the end x = c of the bar in Problem 2 are

y(c, t) = F0

E
[c + H(at − c)]

and that the graph of this function is as shown in Fig. 64.

†The footnote with the problem set for Sec. 74 applies here as well.
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O

y(c, t)

t4c
a

8c
a

2cF0

E

FIGURE 64

4. Show that the force per unit area exerted by the bar in Problem 2 on the support at the
end x = 0 is the function (see Sec. 29)

Eyx(0, t) = F0 [1− H  (at)]

and that the graph of this function is as shown in Fig. 65. (Note that this force becomes
twice the applied force during regularly spaced intervals of time.)

O t

Eyx(0, t)

3c
a

2F0

c
a

5c
a

7c
a

9c
a

FIGURE 65

5. Let the constant F0 in Problem 2 be replaced by a finite impulse of duration 4c/a:

F(t) =

⎧⎪⎨
⎪⎩

F0 when 0 < t <
4c

a
,

0 when t >
4c

a
.

(a) State why the displacements y(x, t) between the times t = 0 and t = 4c/a are the
same as in Problem 2. Then, after showing that

y

 
x,
4c

a

 
= 0 and yt

 
x,
4c

a

 
= 0

when y(x, t) is the solution in Problem 2, state why there is no motion in the bar
here after time t = 4c/a.

(b) Use results in part (a) and Problem 3 to show that if

t0 =
2c

a
and v0 =

aF0

E
,

the end x = c of the bar moves with velocity

yt (c, t) =
 

v0 when 0 < t < t0,

−v0 when t0 < t < 2t0,

and that it remains stationary after time t = 2t0.
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6. The end x = 1 of a stretched string is elastically supported (Fig. 66), so that the
transverse displacements y(x, t) satisfy the condition yx(1, t) = −hy(1, t), where h is a
positive constant. Also,

y(0, t) = 0, y(x, 0) = bx, yt (x, 0) = 0,

where b is a positive constant; and the wave equation ytt = yxx is satisfied. Derive the
following expression for the displacements:

y(x, t) = 2bh(h + 1)

∞ 
n=1

sinαn sinαnx

α2n(h + cos2αn)
cosαnt,

where tanαn = −αn/h (αn > 0).
Suggestion: In simplifying the solution to the form given here, note that

−cosαn

αn

= h sinαn

α2n
.

O

y

x

(1, b)

FIGURE 66

7. An unstrained elastic bar of length c, whose cross sections have area A and whose
modulus of elasticity (Sec. 29) is E, is moving lengthwise with velocity v0 when at the
instant t = 0 its right-hand end x = cmeets and adheres to a rigid support (Fig. 67). The
displacements y(x, t) thus satisfy the wave equation ytt = a2yxx and the end conditions
yx(0, t) = y(c, t) = 0, as well as the initial conditions

y(x, 0) = 0, yt (x, 0) = v0.

O

0

x

x ⫽ c

FIGURE 67

(a) Derive this expression for the displacements:

y(x, t) = 2v0

ac

∞ 
n=1

(−1)n+1
α2n

cosαnx sinαnat,

where

αn = (2n − 1)π

2c
(n = 1, 2, . . .).
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(b) Use the expression for y(x, t) in part (a) to show that

y

 
x,
2c

a

 
= 0 and yt

 
x,
2c

a

 
= −v0 (0 < x < c).

According to these two equations, if the end x = c of the bar is suddenly freed
from the support at time t = 2c/a, the bar will move after that time as a rigid
unstrained body with velocity −v0.

(c) Show how it follows from the expression in part (a) that as long as the end of the
bar continues to adhere to the support, the force on the support can be written

−AEyx(c, t) =
AEv0

a
M

 
2c

a
, t

 
,

where M(c, t) (t > 0) is the square wave represented by the series (see Problem 3,
Sec. 15)

M(c, t) = 4

π

∞ 
n=1

1

2n − 1
sin
(2n − 1)πt

c
(t  = c, 2c, 3c, . . .).

8. Let y(x, t) denote longitudinal displacements in an elastic bar of length unity whose
end x = 0 is fixed and at whose end x = 1 a force proportional to t2 acts longitudinally
(Fig. 68), so that

y(0, t) = 0 and yx(1, t) = At2 (A  = 0).

The bar is initially unstrained and at rest, and the unit of time is such that a = 1 in the
wave equation.

O x ⫽ 1x

y(x, t)
At2

FIGURE 68

(a) Write out the complete boundary value problem for y(x, t) and observe that if
Y(x, t) = y(x, t)− At2x, then

Y(0, t) = 0 and Yx(1, t) = 0.

Set up the complete boundary value problem for Y(x, t), the differential equation
being

Ytt (x, t) = Yxx(x, t)− 2Ax (0 < x < 1, t > 0).

Then, with the aid of representation (8) in Example 2, Sec. 73, apply the method of
variation of parameters to solve the boundary value problem for Y(x, t) and thus
derive this solution of the original problem:

y(x, t) = A

 
xt2 − 4

∞ 
n=1

(−1)n+1
α4n

(1− cosαnt) sinαnx

 
,

where

αn = (2n − 1)π

2
(n = 1, 2, . . .).
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(b) Use the result in Problem 11(b), Sec. 73, to write the solution in part (a) here in
the form

y(x, t) = A

 
x(t2 − 1)+ 1

3
x3 + Q(x + t)+ Q(x − t)

2

 
,

where Q(x) is the antiperiodic function described by means of the equations

Q(x) = x

 
1− 1

3
x2
 

(−1 ≤ x ≤ 1),

Q(x + 2) = −Q(x) (−∞ < x <∞).
9. Consider the same boundary value problem as in Problem 8 except that the condition
at the end x = 1 of the bar is now replaced by the condition

yx(1, t) = sinωt.

(a) By proceeding in the same manner as in Problem 8, show that if

ωn = (2n − 1)π

2
(n = 1, 2, . . .)

and ω  = ωn for any value of n, then

y(x, t) = x sinωt + 2ω

∞ 
n=1

(−1)n
ωn

 
ω2 − ω2n

  ω
ωn

sinωt − sinωnt

 
sinωnx.

(b) Modify part (a) to show that resonance (Sec. 46) occurs when ω = ωN for any
value of N.

Suggestion: In each part of this problem, it is helpful to refer to the general
solution of a certain ordinary differential equation in Problem 2, Sec. 46.

10. By referring to expansion (8) in Example 2, Sec. 73, and the expansion found in
Problem 7, Sec. 73, write the solution in Problem 9(a) just above in the form

y(x, t) = sinωx sinωt

ω cosω
+ 2ω

∞ 
n=1

(−1)n+1
ωn(ω2 − ω2n)

sinωnx sinωnt,

where

ωn = (2n − 1)π

2
(n = 1, 2, . . .).
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BESSEL
FUNCTIONS
AND
APPLICATIONS

In boundary value problems that involve the laplacian ∇2u expressed in cylindri-
cal or polar coordinates, the method of separation of variables often produces a
differential equation of the form

ρ2
d2y

dρ2
+ ρ dy

dρ
+ (λρ2 − ν2)y = 0,(1)

where y is a function of the coordinate ρ. In such a problem, −λ is a separation
constant and the values of λ are the eigenvalues of a singular Sturm-Liouville
problem involving equation (1). The parameter ν is a nonnegative number deter-
mined by other aspects of the boundary value problem. Usually, ν is either zero
or a positive integer.

In our applications, it turns out that λ ≥ 0; and when λ > 0, the substitution
x =

√
λ ρ can be used to transform equation (1) into a form that is free of λ:

x2y  (x)+ xy (x)+ (x2 − ν2)y(x) = 0.(2)

This differential equation is known as Bessel’s equation of order ν. Its solutions
are called Bessel functions, or sometimes cylindrical functions.

Before turning to the problem of finding solutions of equation (2), we begin
with a brief discussion of the so-called gamma function, which plays a central role
in studies of those solutions.

260
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80. THE GAMMA FUNCTION

As indicated just above, this section is devoted to some basic properties of the
gamma function, which can be defined in terms of the independent variable ν by
means of an improper integral:†

 (ν) =
 ∞

0

e−t tν−1dt (ν > 0).(1)

It is easy to see that

 (1) =
 ∞

0

e−t dt =  − e−t
 ∞
0

= 1.

In order to find values of this function for the other positive integers, we write

 (ν + 1) =
 ∞

0

e−t tνdt

and integrate by parts, using

U = tν and dV = e−t dt.

Then

dU = ν tν−1dt and V = − e−t ,

so that

 (ν + 1) =
 
− tν

et

 t=∞

t=0
+ ν
 ∞

0

e−t tν−1dt.

Since et grows faster than tν as t tends to∞, we find that
 (ν + 1) = ν  (ν) (ν > 0).(2)

This recurrence relation, together with mathematical induction, reveals that

 (n+ 1) = n! (n = 0, 1, 2, . . .).(3)

As for the details, we recall from the beginning of this section that  (1) = 0!
when the convention that 0! = 1 is used; thus equation (3) is valid when n = 0.
Given that equation (3) is valid when n = mwhere m is any nonnegative integer
(m= 0, 1, 2, . . .), one can apply recurrence relation (2) to see that

 ((m+ 1)+ 1) = (m+ 1)  (m+ 1) = (m+ 1) (m!) = (m+ 1)! .
The validity of equation (3) is now established.

Recurrence relation (2), in the form

 (ν) =  (ν + 1)
ν

(ν > 0),(4)

†Thorough developments of the gamma function appear in the books by Lebedev (1972, Chap. 1) and

Rainville (1972, Chap. 2), which are listed in the Bibliography.
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can be used to define  (ν) when ν is negative but not an integer. To be specific, if
−1 < ν < 0, the inequalities 0 < ν + 1 < 1 enable us to use equation (4) to define
 (ν) when −1 < ν < 0. If −2 < ν < −1, so that −1 < ν + 1 < 0, the fact that
 (ν) is now defined for −1 < ν < 0 allows us to use equation (4) once again, this
time to define  (ν)when−2 < ν < −1. Continuing in this way, we now have  (ν)
defined for every negative value of ν that is not an integer (Fig. 69).

O  
1 2 3 4

 ( )

FIGURE 69

It can be shown that (ν) is continuous and positive when ν > 0. So it follows
from relation (4) that  (0 +) = ∞ and, furthermore, that | (ν)| becomes infinite
as ν → −n (n = 0, 1, 2, . . .). This means that 1/ (ν) tends to zero as ν tends to
−n (n = 0, 1, 2, . . .); and, for brevity, we write

1

 (−n) = 0 when n = 0, 1, 2, . . . .(5)

Note that the reciprocal 1/ (ν) is then continuous for all ν.
We conclude this discussion of the gamma function by stating two further

consequences of relation (2) that will be useful in this chapter and whose verifica-
tions are left to the problems. The first is

 (ν + 1) (ν + 1) (ν + 2) · · · (ν+ k) =  (ν + k+ 1) (k= 1, 2, . . .)(6)

when ν > 0, and the second is the expression

 

 
k+ 1

2

 
= (2k)!

k!22k
√
π (k= 0, 1, 2, . . .)(7)

for the values of the gamma function at the positive half-integers. With the usual
convention that 0! = 1, expression (7) tells us that

 

 
1

2

 
= √

π.(8)
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81. BESSEL FUNCTIONS Jνν(x)

Bessel’s equation

x2y  (x)+ xy (x)+ (x2 − ν2)y(x) = 0 (ν ≥ 0)(1)

is an ordinary differential equation of the second order that is linear and homo-
geneous; and, upon comparing it with the standard form

y  (x)+ P(x)y (x)+ Q(x)y(x) = 0(2)

of such equations, we see that

P(x) = 1

x
and Q(x) = x2 − ν2

x2
.

Since these quotients do not have Maclaurin series representations that are valid
in some open interval containing the origin and since the products

xP(x) and x2Q(x)

do, the origin x = 0 is a regular singular point of Bessel’s equation (1). From the
theory of ordinary differential equations, it is known that when x = 0 is such a
point, equation (2) always has a solution of the form †

y = xc
∞ 
j=0

a j x
j (a0  = 0),

which is the same as

y =
∞ 
j=0

a j x
c+ j (a0  = 0).(3)

In order to determine a solution of equation (1) that is of the form (3), we
assume that series (3) is differentiable and note that

y =
∞ 
j=0
(c + j)a j x

c+ j−1

and

y  =
∞ 
j=0
(c + j)(c + j − 1)a j xc+ j−2.

Substituting series (3) and these derivatives into equation (1), we have

∞ 
j=0
(c + j)(c + j − 1)a j xc+ j +

∞ 
j=0
(c + j)a j x

c+ j

+
∞ 
j=0

a j x
c+ j+2 −

∞ 
j=0
ν2a j x

c+ j = 0,

†The seriesmethodusedhere to solve equation (1) is often referred to as themethodof Frobenius and is

treated in introductory texts on ordinary differential equations, such as the one by Boyce andDiPrima

(2009) and the one by Rainville, Bedient, and Bedient (1997). Both are listed in the Bibliography.
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or
∞ 
j=0
[(c + j)(c + j − 1)+ (c + j)− ν2]a j xc+ j +

∞ 
j=0

a j x
c+ j+2 = 0.

But

(c + j)(c + j − 1)+ (c + j) = (c + j)[(c + j − 1)+ 1] = (c + j)2

in the first series here, and the second series can be written

∞ 
j=2

a j−2xc+ j .

Hence,

∞ 
j=0
[(c + j)2 − ν2]a j xc+ j +

∞ 
j=2

a j−2xc+ j = 0.

Multiplying through this equation by x−c and then writing out the j = 0 and j = 1
terms of the first series separately, we have

(c2 − ν2)a0 + [(c + 1)2 − ν2]a1x +
∞ 
j=2

 
[(c + j)2 − ν2]a j + a j−2

 
x j = 0.(4)

Equation (4) is an identity in x if the coefficient of each power of x vanishes.
In particular, the condition a0  = 0 with series (3) tells us that c = ν or c = −ν if
the constant term is to vanish, and we make the choice c = ν. Then a1 = 0, since

(ν + 1)2 − ν2 = 2ν + 1  = 0.
Furthermore,

[(ν + j)2 − ν2]a j + a j−2 = 0 ( j = 2, 3, . . .);
and since (ν + j)2 − ν2 = j (2ν + j), the recurrence relation

a j =
−1

j (2ν + j)
a j−2 ( j = 2, 3, . . .)(5)

is obtained. It gives each coefficient a j ( j = 2, 3, . . .) in terms of the second coef-
ficient preceding it in the series.

Note that if the value c = −ν, rather than c = ν, had been chosen, the first
factor in the coefficient of x in series (4) would have been

(−ν + 1)2 − ν2 = −2ν + 1,
which is zero when ν = 1/2 . Hence a1 would not need to be zero when ν = 1/2 .
Moreover, if c = −ν, the denominator on the right-hand side of relation (5) would
be j (−2ν + j); and this means that the relation would not be well defined when
ν is a positive integer and j = 2 ν.

Since a1 = 0, relation (5) requires that a3 = 0; then a5 = 0, etc. That is,
a2k+1 = 0 (k= 0, 1, 2, . . .).(6)
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To obtain the remaining coefficients, we let k denote any positive integer
and use relation (5) to write the following k equations:

a2 =
−1

1(ν + 1)22 a0,

a4 =
−1

2(ν + 2)22 a2,
...

a2k =
−1

k(ν+ k)22
a2k−2.

Upon equating the product of the left-hand sides of these equations to the product
of their right-hand sides, and then canceling the common factors a2, a4, . . . , a2k−2
on each side of the resulting equation, we arrive at the expression

a2k =
(−1)k

k!(ν + 1)(ν + 2) · · · (ν + k)22k
a0 (k= 1, 2, . . .).(7)

In view of identity (6) and the fact that c = ν, series (3) now takes the form

y = a0x
ν +

∞ 
k=1

a2kx
ν+2k (a0  = 0),(8)

where the coefficients a2k (k = 1, 2, . . .) are those in expression (7). This series is
absolutely convergent for all x, according to the ratio test:

lim
k→∞

    a2(k+1)xν+2(k+1)a2kxν+2k

    = lim
k→∞

1

(k+ 1)(ν + k+ 1)

 |x|
2

 2
= 0.

Hence, it represents a continuous function and is differentiable with respect to
x any number of times. Since it is differentiable and its coefficients satisfy the
recurrence relation needed to make its sum satisfy Bessel’s equation (1), series
(8) is, indeed, a solution of that equation.

The coefficient a0 in series (8) may have any nonzero value. If we substitute
expression (7) into that series and write

y = a0x
ν

 
1+

∞ 
k=1

(−1)k
k!(ν + 1)(ν + 2) · · · (ν+ k)

 x
2

 2k 
,

we see that the choice

a0 =
1

 (ν + 1) 2ν

enables us to write a solution of Bessel’s equation (1) as y = Jν(x) where

Jν(x) =
1

 (ν + 1)
 x
2

 ν
+

∞ 
k=1

(−1)k
k! (ν + 1) (ν + 1) (ν + 2) · · · (ν+ k)

 x
2

 ν+2k
.(9)

Finally, the relation (Sec. 80)

 (ν + 1) (ν + 1) (ν + 2) · · · (ν+ k) =  (ν + k+ 1) (k= 1, 2, . . .)
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and the convention that 0! = 1 enable us to write solution (9) more compactly as

Jν(x) =
∞ 
k=0

(−1)k
k! (ν + k+ 1)

 x
2

 ν+2k
.(10)

The function Jν(x) is knownas theBessel functionof the first kindof order ν(ν ≥ 0).
It follows that the related function

J−ν(x) =
∞ 
k=0

(−1)k
k! (−ν + k+ 1)

 x
2

 −ν+2k
(11)

is also a solution of Bessel’s equation (1) when the nonnegative parameter ν is not
an integer. One can see this by redoing the derivation of Jν(x) using c = −ν and
also referring to Problem 7, Sec. 82. The Bessel function J−ν(x) is clearly linearly
independent of Jν(x) since it is not a constant times Jν(x). In fact, since J−ν(x) is
the product of 1/xν and a power series in x whose initial term (k= 0) is nonzero,
it is discontinuous at x = 0. But Jν(x) tends to zero as x → 0. Thus the general
solution of Bessel’s equation (1) when ν is positive but not an integer is

y = C1 Jν(x)+ C2 J−ν(x), (ν > 0; ν  = 1, 2, . . .),(12)

where C1 and C2 are arbitrary constants.
A solution of Bessel’s equation that is linearly independent of Jν(x) is more

difficult to find when ν is a nonnegative integer (ν = 0, 1, 2, . . .).We recall from
the paragraph immediately following equation (4) that we chose c = ν and not
c = −ν. If ν = 0, we do not, of course, obtain a new value of c when c = −ν. If ν
has one of the values ν = 1, 2, . . . ,we saw that the recurrence relation (5) is not
well defined for all values of j. The second (linearly independent) solutions when
ν = n = 0, 1, 2, . . . are discussed in Sec. 82.

82. SOLUTIONS WHEN νν = 0, 1, 2, . . .

This chapter is mainly concerned with solutions of Bessel’s equation when the
parameter ν is a nonnegative integer n:

x2y  (x)+ xy (x)+ (x2 − n2) y(x) = 0 (n = 0, 1, 2, . . .).(1)

From Sec. 80 we know that

 (n+ k+ 1) = (n+ k)! (k= 0, 1, 2, . . .),

and so the Bessel function of order ν(ν ≥ 0)that was obtained in Sec. 81 becomes

Jn(x) =
∞ 
k=0

(−1)k
k!(n+ k)!

 x
2

 n+2k
(n = 0, 1, 2, . . .).(2)

The case n = 0 will be of special interest to us in the applications. Bessel’s
equation (1) then becomes

xy  (x)+ y (x)+ xy(x) = 0,(3)
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and expression (2) reduces to

J0(x) =
∞ 
k=0

(−1)k
(k!)2

 x
2

 2k
.(4)

Since

(k!)222k = [(1)(2)(3) · · · (k)2k]2 = [(2)(4)(6) · · · (2k)]2 = 224262 · · · (2k)2

when k≥ 1, another form is

J0(x) = 1+
∞ 
k=1
(−1)k x2k

224262 · · · (2k)2 = 1− x2

22
+ x4

2242
− x6

224262
+ · · · .(5)

From expression (2) one can readily see that

Jn(−x) = (−1)n Jn(x) (n = 0, 1, 2, . . .).(6)

Thus Jn is an even function if n = 0, 2, 4, . . . and odd if n = 1, 3, 5, . . .. Also, it
follows immediately from expressions (5) and (2) that J0(0) = 1 and Jn(0) = 0
when n = 1, 2, . . ..

Series (5) bears some resemblance to the Maclaurin series for cos x. The
differentiation formula J  0(x) = −J1(x), to be obtained in Sec. 83, also suggests
that J1(x) might be analogous to sin x. Graphs of y = J0(x) and y = J1(x) are
shown in Fig. 70. More details regarding these graphs, especially the nature of the
zeros of J0(x) and J1(x), will be developed later in the chapter.

2 4 6 8 10 12 x

y

1.0

0.5

O

 0.5

y   J0(x)

y   J1(x)    J'0(x)

FIGURE 70

A function linearly independent of J0(x) that satisfies Bessel’s equation (3)
can be obtained by various methods of a fairly elementary nature. We do not give
further details here but only state the results.

A general solution of equation (3) is (see Problems 4 and 10)

y = AJ0(x)(7)

+B

 
J0(x) ln x +

x2

22
− x4

2242

 
1+ 1

2

 
+ x6

224262

 
1+ 1

2
+ 1
3

 
− · · ·

 
,

where A and B are arbitrary constants and x> 0. Evidently, as long as B  = 0,
any choice of Aand Byields a solution that is unboundedas x tends to zero through
positive values. Such a solution cannot, therefore, be expressed as a constant times
J0(x), which tends to unity as x tends to zero. So J0(x) and the solution (7) are
linearly independent when B  = 0. It is most common to use Euler’s constant
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γ = 0.5772 · · · , which is defined as the limit of the sequence (see Problem 5)

sn = 1+
1

2
+ 1
3
+ · · · + 1

n
− ln n (n = 1, 2, . . .),(8)

and to write

A= 2

π
(γ − ln 2) and B= 2

π
.

When A and B are assigned those values, the second solution that arises is
Weber’s Bessel function of the second kind of order zero. (Fig. 71): †

Y0(x) =
2

π

  
ln

x

2
+ γ
 
J0(x)(9)

+ x2

22
− x4

2242

 
1+ 1

2

 
+ x6

224262

 
1+ 1

2
+ 1
3

 
− · · ·

 
.

Thus a general solution of equation (3) that is valid when x > 0 is

y = C1 J0(x)+ C2 Y0(x),(10)

where C1 and C2 are arbitrary constants.

2 4 6 8 10 12
O

x

0.5

 1.0

Y0(x)

FIGURE 71

We turn now to the case in which ν is a positive integer n (n = 1, 2, . . .).
Although Jn(x) is a solution of equation (1), J−n(x) is not a linearly independent
one. In fact

J−n(x) = (−1)n Jn(x) (n = 1, 2, . . .).(11)

To establish this relation, we need only write ν = −n(n = 1, 2, . . .) in expression
(10), Sec. 81 to see that

J−n(x) =
∞ 
k=0

(−1)k
k! (−n+ k+ 1)

 x
2

 −n+2k
.(12)

†There are otherBessel functions, and the notation varieswidely throughout the literature. The treatise

by Watson (1995) that is listed in the Bibliography is, however, usually regarded as the standard

reference.
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Because (Sec. 80)

1

 (−n) = 0 when n = 0, 1, 2, . . . ,

we know that

1

 (−n+ k+ 1) = 0 when 0 ≤ k≤ n− 1;

and expression (12) becomes

J−n(x) =
∞ 
k=n

(−1)k
k! (−n+ k+ 1)

 x
2

 −n+2k
.

Replacing k by k+ n in this last series, so that k runs from zero to infinity again,
we have

J−n(x) =
∞ 
k=0

(−1)k+n
(k+ n)! (k+ 1)

 x
2

 n+2k
= (−1)n

∞ 
k=0

(−1)k
k!(n+ k)!

 x
2

 n+2k
.

In view of expression (2), relation (11) now follows.
It is possible to obtain a second solutionYn(x) of equation (1) that is linearly

independent of Jn(x) when n = 1, 2, . . .. As was the case when n = 0, the theory
of Yn(x) is considerably more involved than that of Jn(x) ; and in this chapter, it
will be necessary to know only that Yn(x) is discontinuous at x = 0. In view of our
discussion of the second (linearly independent) solution of Bessel’s equation (1)
when n = 0, we now know that the general solution of that equation is

y = C1 Jn(x)+ C2 Yn(x) (n = 0, 1, 2, . . .)(13)

when x > 0.

PROBLEMS

1. Use mathematical induction to show that

 (ν + 1) (ν + 1) (ν + 2) · · · (ν+ k) =  (ν + k+ 1) (k= 1, 2, . . .)

when ν > 0.

2. Use mathematical induction, together with the definition (Sec. 80)

 (ν) =
 ∞

0

e−t tν−1 dt (ν > 0)

of the gamma function and the fact (Sec. 58) that ∞

0

e−σ
2
dσ =

√
π

2
,

to show that

 

 
k+ 1

2

 
= (2k)!

k!22k
√
π (k= 0, 1, 2, . . .).
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3. Let y be any solution of Bessel’s equation (xy ) + xy = 0 of order zero, and let L
denote the differential operator defined by means of the equation

L[X ] = (xX ) + xX.

(a) By writing X= J0 and Y = y in Lagrange’s identity (Problem 2, Sec. 69)

XL[Y ]− YL[X ] = d

dx
[x(XY  − YX )]

for that operator and observing thatL[X ] = 0 andL[Y ]= 0, show that there is a
constant B such that

d

dx

 
y(x)

J0(x)

 
= B

x[J0(x)]2
.

(b) Assuming that the function 1/[J0(x)]
2 has a Maclaurin series expansion of the

form†

1

[J0(x)]2
= 1+

∞ 
k=1

ckx
2k

and that the expansion obtained bymultiplying each side of this by 1/x can be inte-
grated term by term, use the result in part (a) to show that y can be put in the form

y = AJ0(x)+ B

 
J0(x) ln x +

∞ 
k=1

dkx
2k

 
,

where A, B, and dk (k= 1, 2, . . .) are constants. [See equation (7), Sec. 82.]
4. According to Problem 3, Bessel’s equation xy  + y + xy = 0 has, in addition to the
solution y1 = J0(x), a linearly independent solution of the form

y2 = y1 ln x +
∞ 
k=1

dkx
2k.

(a) By substituting this expression for y2 into Bessel’s equation, noting that

xy  1 + y 1 + xy1 = 0 and y 1 = −J1(x) =
∞ 
k=0

(−1)k+1
k!(k+ 1)!

 
x

2

 2k+1
,

and identifying the coefficients of x2k+1 (k= 0, 1, 2, . . .) in the result, show that

d1 =
1

22

and

dk+1 =
(−1)k

22(k+1)[(k+ 1)!]2
 
(−1)k+122k(k!)2dk +

1

k+ 1

 
(k= 1, 2, . . .).

(b) Use the final result in part (a) and the value of d1 found there to write expressions
for d2, d3, and d4, which suggest that

dk =
(−1)k+1
22k(k!)2

 
1+ 1

2
+ 1
3
+ · · · + 1

k

 
(k= 1, 2, . . .).

†This valid assumption is easily justified bymethods from the theory of functions of a complex variable.

See the authors’ book (2009, Chap. 5), listed in the Bibliography.
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Then use mathematical induction to show that this expression for the coefficients
dk is indeed correct. Note that it can also be written [compare with equation (7),
Sec. 82]

dk =
(−1)k+1

224262 · · · (2k)2
 
1+ 1

2
+ 1
3
+ · · · + 1

k

 
(k= 1, 2, . . .).

5. Let sn (n = 1, 2, . . .) be the sequence defined in equation (8), Sec. 82. Show that sn > 0
and sn − sn+1 > 0 for each n. Thus show that the sequence is bounded and decreasing
and hence that it converges to some number γ . Also, point out why 0 ≤ γ < 1.

Suggestion: Observe from the graph of the function y = 1/x that
n−1 
k=1

1

k
>

 n

1

dx

x
= ln n (n ≥ 2)

and

1

n+ 1 <
 n+1

n

dx

x
= ln (n+ 1)− ln n (n ≥ 1).

6. Use the series representations (10) and (11) in Sec. 81, and the identity obtained in
Problem 2 to show that

(a) J1/2(x) =
 
2

πx
sin x; (b) J−1/2(x) =

 
2

πx
cos x.

7. Use the expression for J1/2(x) that was found in Problem 6(a) to verify that y = J1/2(x)

is a solution of Bessel’s equation

x2y  (x)+ xy (x)+ (x2 − ν2)y(x) = 0
when ν = 1/2 .

Suggestion: Since Bessel’s equation is linear and homogeneous, it is sufficient to
make the substitution y = x− 1/2 sin x.

8. Show that if y is a differentiable function of x and if s = αx, where α is a nonzero
constant, then

dy

dx
= α dy

ds
and

d2y

dx2
= α2 d

2y

ds2
.

Thus, show that the substitution s = α x transforms the parametric form

x2
d2y

dx2
+ x

dy

dx
+ (α2x2 − n2)y = 0 (n = 0, 1, 2, . . .)

of Bessel’s equation into

s2
d2y

ds2
+ s

dy

ds
+ (s2 − n2)y = 0 (n = 0, 1, 2, . . .),

which is free of α. Conclude that the general solution of the first differential equation
here is

y = C1 Jn(αx)+ C2 Yn(αx).

9. The function In(x) = i−n Jn(i x), where i =
√
−1, is called the modified Bessel function

of the first kind of order n.

(a) Use the series representation (Sec. 82)

Jn(x) =
∞ 
k=0

(−1)k
k!(n+ k)!

 
x

2

 n+2k
(n = 0, 1, 2, . . .)
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to show that

In(x) =
∞ 
k=0

1

k!(n+ k)!

 
x

2

 n+2k
(n = 0, 1, 2, . . .).

Then, after establishing its convergence for all x, use this last series to show that
In(x) > 0 when x > 0 and that

In(−x) = (−1)n In(x) (n = 0, 1, 2, . . .).
(b) By referring to the final result in Problem 8, point out why y = In(x) is a solution

of the modified Bessel equation

x2y  (x)+ xy (x)− (x2 + n2)y(x) = 0.
10. Follow the steps below to obtain a second solution of Bessel’s equation of order zero

that is not a constant times J0(x).
†

(a) Substitute the series

y = xc
∞ 
j=0

a j x
j (a0  = 0)

into the left-hand side of Bessel’s equation

xy  (x)+ y (x)+ xy(x) = 0
of order n = 0 to obtain

xy  (x)+ y (x)+ xy(x) = a0c
2xc−1 + a1(1+ c)2xc

+
∞ 
j=2
[a j ( j + c)2 + a j−2] x

c+ j−1,

where it is assumed that the parameter c is not a negative integer but is otherwise
unrestricted. Write a0 = 1, a1 = 0, and

a j =
−1

( j + c)2
a j−2 ( j ≥ 2).

Then show that the function

y(x, c) = xc +
∞ 
k=1

a2k(c) x
2k+c,

where

a2k(c) =
(−1)k

(2+ c)2(4+ c)2(6+ c)2 · · · (2k+ c)2
(k≥ 1),

satisfies the differential equation

x
d2

dx2
y(x, c)+ d

dx
y(x, c)+ xy(x, c) = c2xc−1.

†The method here is a standard one that is used in, for example, the books by Bowman (1958,

pp. 6–8) and MacRobert (1967, pp. 224–227), both of which are listed in the Bibliography. The book

by MacRobert also uses the method to find a second solution of Bessel’s equation of order n when n

is any positive integer.
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Note that when c = 0,one solution of this equation is

y1 = y(x, 0) = J0(x).

(b) Differentiate with respect to c each side of the differential equation at the end
of part (a) that is satisfied by y(x, c). Then, by formally reversing the order of
differentiation with respect to x and c, show that

x
d2

dx2
yc(x, c)+

d

dx
yc(x, c)+ xyc(x, c) = 2cxc−1 + c2xc−1 ln x

and hence, that y2 = yc(x, 0) is a second solution of Bessel’s equation of order
n = 0.Also, by differentiating the expression for y(x, c) in part (a) with respect to
c, show that

yc(x, c) = y(x, c) ln x +
∞ 
k=1

a 2k(c) x
2k+c.

(c) Rewrite the expression for a2k(c) in part (a) as

ln[(−1)ka2k(c)] = −2[ln(2+ c)+ ln(4+ c)+ ln(6+ c)+ · · · + ln(2k+ c)],

differentiate each side here with respect to c, and then set c = 0 to obtain

a 2k(0) =
(−1)k+1

224262 · · · (2k)2
 
1+ 1

2
+ 1
3
+ · · · + 1

k

 
.

Finally, use this expression and the one for yc(x, c) at the end of part (b) to arrive
at the function appearing in brackets in equation (7), Sec. 82. Namely,

y2 = yc(x, 0) = J0(x) ln x +
∞ 
k=1
(−1)k+1 x2k

224262 · · · (2k)2
 
1+ 1

2
+ 1
3
+ · · · + 1

k

 
.

(Compare with Problem 4.)

83. RECURRENCE RELATIONS

Starting with the expression (Sec. 82)

Jn(x) =
∞ 
k=0

(−1)k
k!(n+ k)!

 x
2

 n+2k
(n = 0, 1, 2, . . .),

write

d

dx

 
x−n Jn(x)

 = d

dx

 ∞ 
k=0

(−1)k
k!(n+ k)!

· x2k

2n+2k

 

=
∞ 
k=0

(−1)k
k!(n+ k)!

· 1

2n+2k
· d

dx
x2k

=
∞ 
k=1

(−1)k
(k− 1)!(n+ k)!

· x2k−1

2n+2k−1
.
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If we replace k by k+1 in this last series, so that k runs from zero to infinity again,
it follows that

d

dx
[x−n Jn(x)] =

∞ 
k=0

(−1)k+1
k!(n+ k+ 1)! ·

x2k+1

2n+2k+1

= −x−n
∞ 
k=0

(−1)k
k!(n+ 1+ k)!

 x
2

 n+1+2k
,

or

d

dx
[x−n Jn(x)] = −x−n Jn+1(x) (n = 0, 1, 2, . . .).(1)

The special case

J  0(x) = −J1(x)(2)

was mentioned in Sec. 82.
On the other hand, when n = 1, 2, . . . ,

d

dx
[xn Jn(x)] =

d

dx

 ∞ 
k=0

(−1)k
k!(n+ k)!

· x
2n+2k

2n+2k

 

=
∞ 
k=0

(−1)k
k!(n+ k)!

· 1

2n+2k
· d

dx
x2n+2k

=
∞ 
k=0

(−1)k
k!(n+ k− 1)! ·

x2n+2k−1

2n+2k−1
;

and we find that

d

dx
[xn Jn(x)] = xn

∞ 
k=0

(−1)k
k!(n− 1+ k)!

 x
2

 n−1+2k
,

or

d

dx
[xn Jn(x)] = xn Jn−1(x) (n = 1, 2, . . .).(3)

Relations (1) and (3) are called recurrence relations. Observe how they can
also be written

xJ  n(x) = nJn(x)− xJn+1(x) (n = 0, 1, 2, . . .)(4)

and

xJ  n(x) = −nJn(x)+ xJn−1(x) (n = 1, 2, . . .),(5)

respectively; and by eliminating J  n(x) from these two equations, we find that

xJn+1(x) = 2nJn(x)− xJn−1(x) (n = 1, 2, . . .).(6)

This relation, which expresses Jn+1 in terms of the functions Jn and Jn−1 of lower
orders, is sometimes called a pure recurrence relation since it does not involve
derivatives.

Integrals involving Bessel functions can sometimes be evaluated with the
aid of formulas that follow from relations (1) and (3). Relation (3) tells us, for
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instance, that when n = 1, 2, . . . , x

0

sn Jn−1(s) ds = [sn Jn(s)] x0 .

That is,  x

0

sn Jn−1(s) ds = xn Jn(x) (n = 1, 2, . . .).(7)

An important special case of this is x

0

s J0(s) ds = xJ1(x).(8)

Results in this section will now be used to derive the following reduction
formula, which is often needed in evaluating certain integrals involving J0(x): x

0

sn J0(s) ds = xn J1(x)+ (n− 1)xn−1 J0(x)− (n− 1)2
 x

0

sn−2 J0(s) ds

(n = 2, 3, . . .).

(9)

Note that in view of equation (8), formula (9) can be applied successively to
completely evaluate the integral on the left-hand side when the integer n is odd.†

Our derivation of formula (9) uses integration by parts twice. We start by
writing  x

0

sn J0(s) ds =
 x

0

sn−1s J0(s) ds.

If we put

U = sn−1 and dV = s J0(s) ds,

we see that in view of relation (3),

dU = (n− 1)sn−2ds and V = s J1(s).

Hence,  x

0

sn J0(s) ds = [sn J1(s)] x0 − (n− 1)
 x

0

sn−1 J1(s) ds,

or  x

0

sn J0(s) ds = xn J1(x)− (n− 1)
 x

0

sn−1 J1(s) ds.(10)

As for the integral on the right here, we put

U = sn−1 and dV = J1(s) ds;

†Note, too, that when n is even, the reduction formula can be used to transform the problem of

evaluating
 x

0
sn J0(s) ds into that of evaluating

 x

0
J0(s) ds, which is tabulated for various values

of x in, for example, the book edited by Abramowitz and Stegun (1972, pp. 492–493), listed in the

Bibliography. Further references are given on pp. 490–491 of that book.
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and with the aid of relation (2), we have

dU = (n− 1)sn−2 and V = −J0(s).

Then,  x

0

sn−1 J1(s) ds =
 −sn−1 J0(s) x0 + (n− 1)

 x

0

sn−2 J0(s) ds,

and we arrive at x

0

sn−1 J1(s) ds = −xn−1 J0(x)+ (n− 1)
 x

0

sn−2 J0(s) ds.(11)

Formula (9) is now a combination of equations (10) and (11).

EXAMPLE. Formula (9) can be used to show that x

0

s5 J0(s) ds = x (x2 − 8)2 J1(x)+ 4x2(x2 − 8)J0(x).(12)

To be specific, one application of formula (9) yields x

0

s5 J0(s) ds = x5 J1(x)+ 4x4 J0(x)− 16
 x

0

s3 J0(s) ds,

and another gives us x

0

s3 J0(s) ds = x3 J1(x)+ 2x2 J0(x)− 4
 x

0

s J0(s) ds.

Thus, x

0

s5 J0(s) ds = (x5 − 16x3)J1(x)+ (4x4 − 32x2)J0(x)+ 64
 x

0

s J0(s) ds.

Referring to the integration formula (8), we now arrive at x

0

s5 J0(s) ds = (x5 − 16x3 + 64x) J1(s)+ (4x4 − 32x2) J0(x),

which is the same as equation (12).

Finally, wenote that relations (1), (3), and (6) remain validwhenn is replaced
by the unrestricted parameter ν. Modifications in the derivations simply consist
of writing

 (ν + k+ 1) or (ν + k) (ν + k)

in place of (n+ k)!.

PROBLEMS

1. By differentiating each side of the recurrence relation (4) in Sec. 83 and then referring
to both of the relations (4) and (5) there, show that

x2 J   
n (x) = (n2 − n− x2)Jn(x)+ xJn+1(x) (n = 0, 1, 2, . . .).
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2. Derive the differentiation formula

d

dx
[x−ν Jν(x)] = −x−ν Jν+1(x),

where ν > 0, and point out why it is also valid when ν is replaced by−ν (ν > 0). [Com-
pare with relation (1), Sec. 83.]

3. Use results in Problems 2 above and 6(a), Sec. 83, to show that

J3/2(x) =
 
2

πx

 
sin x

x
− cos x

 
.

84. BESSEL’S INTEGRAL FORM

We now derive a useful integral representation for Jn(x). To do this, we first note
that the series in the expansions

exp

 
xt

2

 
=

∞ 
j=0

x j

j!2 j
t j , exp

 
− x

2t

 
=

∞ 
k=0

(−1)kxk
k!2k

t−k(1)

are absolutely convergent when x is any number and t  = 0. Hence, the product of
these exponential functions is itself represented by a series formed by multiplying
each term in one series by every term in the other and then summing the resulting
terms in any order.† Clearly, the variable t occurs in each of those resulting terms
as a factor tn (n = 0, 1, 2, . . .) or t−n (n = 1, 2, . . .); and the terms involving any
particular power of t may be collected as a sum.

In the case of tn (n = 0, 1, 2, . . .), that sum is obtained by multiplying the kth
term in the second series by the term in the first series whose index is j = n+ k

and then summing from k= 0 to k= ∞:
∞ 
k=0

 
(−1)kxk
k!2k

t−k · xn+k

(n+ k)!2n+k
tn+k
 

=
∞ 
k=0

(−1)k
k!(n+ k)!

 x
2

 n+2k
tn = Jn(x) t

n.

Similarly, the sum of the terms involving t−n (n = 1, 2, . . .) is found by multiplying
the jth term in the first series by the term in the second series with index k= n+ j

and summing from j = 0 to j = ∞:
∞ 
j=0

 
x j

j!2 j
t j · (−1)

n+ j xn+ j

(n+ j)!2n+ j
t−n− j

 

= (−1)n
∞ 
j=0

(−1) j
j!(n+ j)!

 x
2

 n+2 j
t−n = (−1)n Jn(x) t−n.

†For a justification of this procedure, see, for example, the book by Taylor and Mann (1983, pp. 601–

602), which is listed in the Bibliography.
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A series representation for the product of the exponential functions (1) is,
therefore,

exp

 
x

2

 
t − 1

t

  
= J0(x)+

∞ 
n=1
[Jn(x) t

n + (−1)n Jn(x) t−n].(2)

Let us write t = eiφ , where i =
√
−1, in equation (2):

exp
 x
2
(eiφ − e−iφ)

 
= J0(x)+

∞ 
n=1
[Jn(x) e

inφ + (−1)n Jn(x) e−inφ].(3)

In view of Euler’s formula eiφ = cosφ + i sinφ,† we know that

eiφ − e−iφ = 2i sinφ
and

einφ = cos nφ + i sin nφ, e−inφ = cos nφ − i sin nφ.

It thus follows from equation (3) that

exp(ix sinφ) = J0(x)+
∞ 
n=1
[1+ (−1)n] Jn(x) cos nφ(4)

+ i

∞ 
n=1
[1− (−1)n] Jn(x) sin nφ.

Now, again by Euler’s formula,

exp(ix sinφ) = cos(x sinφ)+ i sin(x sinφ);
and if we equate the real parts on each side of equation (4), we find that

cos(x sinφ) = J0(x)+
∞ 
n=1
[1+ (−1)n] Jn(x) cos nφ.(5)

Holding x fixed and regarding this equation as a Fourier cosine series represen-
tation of the function cos(x sinφ) on the interval 0<φ<π , we need only recall
(Sec. 2) the formula for the coefficients in such a series to write

[1+ (−1)n] Jn(x) =
2

π

 π

0

cos(x sinφ) cos nφ dφ (n = 0, 1, 2, . . .).(6)

If, on the other hand, we equate the imaginary parts on each side of equation (4),
we obtain the Fourier sine series representation

sin(x sinφ) =
∞ 
n=1
[1− (−1)n] Jn(x) sin nφ(7)

for sin(x sinφ) on the same interval. Consequently (see Sec. 4),

[1− (−1)n] Jn(x) =
2

π

 π

0

sin(x sinφ) sin nφ dφ (n = 1, 2, . . .).(8)

†See the footnote with Problem 4, Sec. 7.
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According to expressions (6) and (8), then,

J2n(x) =
1

π

 π

0

cos(x sinφ) cos 2nφ dφ (n = 0, 1, 2, . . .)(9)

and

J2n−1(x) =
1

π

 π

0

sin(x sinφ) sin(2n− 1)φ dφ (n = 1, 2, . . .).(10)

A single expression for Jn(x) can be obtained by adding corresponding sides of
equations (6) and (8) and writing

2 Jn(x) =
2

π

 π

0

[cos nφ cos(x sinφ)+ sin nφ sin(x sinφ)] dφ.

That is,

Jn(x) =
1

π

 π

0

cos(nφ − x sinφ) dφ (n = 0, 1, 2, . . .).(11)

This is known as Bessel’s integral form of Jn(x).

85. SOME CONSEQUENCES OF THE
INTEGRAL FORMS

Anumber of important properties of Bessel functions follow readily from integral
representations in Sec. 84. The boundedness properties

|Jn(x)| ≤ 1,
    dkdxk

Jn(x)

    ≤ 1 (k= 1, 2, . . .)(1)

are, for example, immediate consequences of Bessel’s integral form

Jn(x) =
1

π

 π

0

cos(nφ − x sinφ) dφ (n = 0, 1, 2, . . .).

More precisely, since | cos(nφ − x sinφ)| ≤ 1, we find that

|Jn(x)| ≤
1

π

 π

0

| cos(nφ − x sinφ)| dφ ≤ 1

π

 π

0

dφ = 1.

Furthermore,

J  n(x) =
1

π

d

dx

 π

0

cos(nφ − x sinφ) dφ

= 1

π

 π

0

∂

∂x
cos(nφ − x sinφ) dφ

= 1

π

 π

0

sin(nφ − x sinφ) sinφ dφ ;

and continued differentiation yields integral representations for J   n (x), etc. Since,
in each case, the absolute value of the integrand does not exceed unity, the rest of
inequalities (1) also hold.
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Sometimes it is useful to write the integral representations

J2n(x) =
1

π

 π

0

cos(x sinφ) cos 2nφ dφ (n = 0, 1, 2, . . .),

and

J2n−1(x) =
1

π

 π

0

sin(x sinφ) sin(2n− 1)φ dφ (n = 1, 2, . . .)

in Sec. 84 as

J2n(x) =
2

π

 π/2

0

cos(x sinφ) cos 2nφ dφ (n = 0, 1, 2, . . .)(2)

and

J2n−1(x) =
2

π

 π/2

0

sin(x sinφ) sin(2n− 1)φ dφ (n = 1, 2, . . .).(3)

Expressions (2) and (3) follow from the fact that when x is fixed, the graphs of the
integrands

y = g(φ) = cos(x sinφ) cos 2nφ,
y = h(φ) = sin(x sinφ) sin(2n− 1)φ

are symmetric with respect to the line φ = π/2:
g(π − φ) = g(φ), h(π − φ) = h(φ) (0 ≤ φ ≤ π/2).

We note the special case

J0(x) =
2

π

 π/2

0

cos(x sinφ) dφ(4)

of representation (2). It can also be written

J0(x) =
2

π

 π/2

0

cos(x cos θ) dθ(5)

by means of the substitution

θ = π

2
− φ.

Representations (2) and (3) may be used to verify that for each fixed n

(n = 0, 1, 2, . . .),
lim
x→∞

Jn(x) = 0.(6)

To give the details when n = 0, we substitute u = sinφ into equation (4) and
obtain Hankel’s integral representation

J0(x) =
2

π

 1

0

cos xu√
1− u2

du,

which can also be written

π

2
J0(x) =

 c

0

cos xu√
1− u2

du+
 1

c

cos xu√
1− u2

du (0 < c < 1).
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The second integral here is improper but uniformly convergent with respect to x.†

Hence, for any given positive number ε, the absolute value of that integral can be
made less than ε/2, uniformly for all x, by selecting c so that the difference 1− c

is sufficiently small and positive. The Riemann-Lebesgue lemma (Sec. 52)

lim
r→∞

 c

0

G(u) cos ru du = 0 (r > 0),(7)

involving a piecewise continuous functionG(u) and a cosine function, then applies
to the first integral with that value of c. That is, there is a number xε such that the
absolute value of the first integral is less than ε/2 whenever x > xε. Therefore,

π

2
|J0(x)|<

ε

2
+ ε

2
= ε whenever x> xε;

and this establishes property (6) when n = 0. Verification when n is a positive
integer is left to the problems.

It is interesting to contrast limit (6) with the limit

lim
n→∞

Jn(x) = 0,(8)

which is valid for each x (−∞ < x < ∞). This limit follows from the Riemann-
Lebesgue lemma (7) and its version (Sec. 52)

lim
r→∞

 c

0

G(u) sin ru du = 0 (r > 0),(9)

involving a sine function, when that lemma is applied to the integral representa-
tions (2) and (3) for J2n(x) and J2n−1(x), respectively.

PROBLEMS

1. Use integral representations for Jn(x) to verify that

(a) J0(0) = 1; (b) Jn(0) = 0 (n = 1, 2, . . .); (c) J  
0(x) = −J1(x).

2. Derive representation (2), Sec. 85, for J2n(x) by writing the Fourier cosine series (5),
Sec. 84, as

cos(x sinφ) = J0(x)+ 2
∞ 
n=1

J2n(x) cos 2nφ

and then interpreting it as a Fourier cosine series on the interval 0 < φ < π/2.

3. Deduce from expression (2), Sec. 85, that

J2n(x) = (−1)n
2

π

 π/2

0

cos(x cos θ) cos 2nθ dθ (n = 0, 1, 2, . . .).

4. Deduce from expression (3), Sec. 85, that

J2n−1(x) = (−1)n+1
2

π

 π/2

0

sin(x cos θ) cos(2n− 1)θ dθ (n = 1, 2, . . .).

†See, for instance, the book by Kaplan (2003, pp. 453–455) that is listed in the Bibliography.



282 BESSEL FUNCTIONS AND APPLICATIONS CHAP. 9

5. Complete the verification of property (6), Sec. 85, namely

lim
x→∞

Jn(x) = 0

for each fixed n (n = 0, 1, 2, . . .).
6. Apply integration by parts to representations (2) and (3) in Sec. 85 and then use the
Riemann-Lebesgue lemma (Sec. 52) to show that

lim
n→∞

nJn(x) = 0

for each fixed x.

7. Use the representation (Sec. 85)

J0(x) =
2

π

 π/2

0

cos(x sinφ) dφ

to show that J0(x) satisfies Bessel’s equation

xy  (x)+ y (x)+ xy(x) = 0.

8. According to Sec. 66, if a function f (φ) and its derivative f  (φ) are continuous on the
interval −π ≤ φ ≤ π and if f (−π) = f (π), then Parseval’s equation

1

π

 π

−π
[ f (φ)]2 dφ = a20

2
+

∞ 
n=1

 
a2n + b2n

 
holds, where the numbers an (n = 0, 1, 2, . . .) and bn (n = 1, 2, . . .) are the Fourier
coefficients

an =
1

π

 π

−π
f (φ) cos nφ dφ, bn =

1

π

 π

−π
f (φ) sin nφ dφ.

(a) By applying that result to f (φ) = cos(x sinφ), which is an even function of φ, and
referring to the Fourier (cosine) series (5) for f (φ) in Sec. 84, show that

1

π

 π

0

cos2(x sinφ) dφ = [J0(x)]2 + 2
∞ 
n=1
[J2n(x)]

2 (−∞ < x <∞).

(b) Similarly, by writing f (φ) = sin(x sinφ) and referring to the Fourier (sine) series
(7) for f (φ) in Sec. 84, show that

1

π

 π

0

sin2(x sinφ) dφ = 2
∞ 
n=1
[J2n−1(x)]

2 (−∞ < x <∞).

(c) Combine the results in parts (a) and (b) to show that

[J0(x)]
2 + 2

∞ 
n=1
[Jn(x)]

2 = 1 (−∞ < x <∞),

and point out how it follows from this identity that

|J0(x)| ≤ 1 and |Jn(x)| ≤
1√
2

(n = 1, 2, . . .)

for all x.
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9. By writing t = i in the series representation (2), Sec. 84, derive the expansions

cos x = J0(x)+ 2
∞ 
n=1
(−1)n J2n(x)

and

sin x = 2
∞ 
n=1
(−1)n+1 J2n−1(x),

which are valid for all x.

10. Show that series representation (2), Sec. 84, can be written in the form

exp

 
x

2

 
t − 1

t

  
= lim

N→∞

N 
n=−N

Jn(x) t
n (t  = 0).

This exponential function is, then, a generating function for the Bessel functions Jn(x)
(n = 0,±1,±2, . . .).

86. THE ZEROS OF Jn(x)

Recall from Sec. 82 that Bessel’s equation when ν = 0 is
xy  (x)+ y (x)+ xy(x) = 0.(1)

A modified form of this equation in which the term containing the first derivative
is absentwill be useful to us here. That form is easily found (see Problem1, Sec. 87)
by making the substitution y(x) = xcu(x), where c is a constant, in equation (1)
and observing that the coefficient of u (x) in the resulting differential equation,

x2u  (x)+ (1+ 2c)xu (x)+ (x2 + c2)u(x) = 0,
is zero if c = −1/2. The desired modified form of equation (1) is then

x2u  (x)+
 
x2 + 1

4

 
u(x) = 0,(2)

and the function u(x) = √
xJ0(x) is evidently a solution of equation (2).

We shall now use equation (2) to prove the following important lemma
regarding the positive zeros of J0(x).

†

Lemma. The positive zeros of the function J0(x), or positive roots of the

equation J0(x)= 0, form an increasing sequence of numbers xj ( j = 1, 2, . . .) such
that xj → ∞ as j → ∞.

To prove this, we continue with the function u(x) = √
xJ0(x). According to

equation (2),

−u(x)− u  (x) = u(x)

4x2
;

†Our method is a modification of the one used by A. Czarnecki, Amer. Math. Monthly, vol. 71, no. 4,

pp. 403–404, 1964, who considers Bessel functions Jν(x), when −1/2 ≤ ν ≤ 1/2.
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and multiplying each side of this equation by the function v(x) = sin x yields

u(x)v  (x)− u  (x)v(x) = u(x)
sin x

4x2
.(3)

Also, from the identity

u(x)v  (x)− u  (x)v(x) = d

dx
[u(x)v (x)− u (x)v(x)],

we know that

u(x)v  (x)− u  (x)v(x) = d

dx
[u(x) cos x − u (x) sin x].(4)

By equating the right-hand sides of equations (3) and (4), we obtain

u(x)
sin x

4x2
= d

dx
[u(x) cos x − u (x) sin x].(5)

Next, let k be any positive integer (k= 1, 2, . . .). Since
cos(2kπ + π) = −1, sin(2kπ + π) = 0

and

cos(2kπ) = 1, sin(2kπ) = 0,
it follows from equation (5) that 2kπ+π

2kπ

u(x)
sin x

4x2
dx = [u(x) cos x − u (x) sin x]

2kπ+π

2kπ
(6)

= −[u(2kπ + π)+ u(2kπ)].

It is now easy to show that our function u(x) = √
xJ0(x), and hence J0(x), has at

least one zero in the interval

2kπ ≤ x ≤ 2kπ + π.(7)

We do this by assuming that u(x)  = 0 anywhere in that closed interval and ob-
taining a contradiction. According to our assumption, either u(x) > 0 for all x in
the interval or u(x) < 0 for all such x, since u(x) is continuous and thus cannot
change sign without having a zero value at some point in the interval.

Suppose that u(x)> 0 everywhere in the interval (7). The integrand in inte-
gral (6) is positive when 2kπ < x < 2kπ +π . Hence the value of the integral must
be positive, while the value−[u(2kπ +π)+ u(2kπ)] that we obtained is evidently
negative, giving a contradiction. If, on the other hand, u(x)< 0 throughout the
interval (7), the value of the integral must be negative; but the value obtained is
positive. This is again a contradiction.We thus conclude that J0(x) has at least one
zero in the interval (7).

Actually, J0(x) can have at most a finite number of zeros in any closed
bounded interval a≤ x≤ b. To see that this is so, we assume that the interval
a ≤ x ≤ b does contain an infinite number of zeros. From advanced calculus, we
know that if a given infinite set of points lies in a closed bounded interval, there
is always a sequence of distinct points in that set which converges to a point in
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the interval.† In particular, then, our assumption that the interval a≤ x≤ b con-
tains an infinite number of zeros of J0(x) implies that there exists a sequence
xm (m= 1, 2, . . .) of distinct zeros such that xm → c asm→ ∞, where c is a point
which also lies in the interval. Since the function J0(x) is continuous, J0(c) = 0; and
by the definition of the limit of a sequence, every interval centered at c contains
other zeros of J0(x). But the fact that J0(x) is not identically equal to zero and has
a Maclaurin series representation which is valid for all x means that there exists
some interval centered at c which contains no other zeros.‡ Since this is contrary
to what has just been shown, the number of zeros in the interval a ≤ x ≤ b cannot,
then, be infinite.

It is now evident that the positive zeros of J0(x) can, in fact, be arranged as
an increasing sequence of numbers tending to infinity. The table just below gives
the values, correct to four significant figures, of the first five zeros of J0(x) and
the corresponding values of J1(x). (See Fig. 70 in Sec. 82.) Extensive tables of
numerical values of Bessel and related functions, together with their zeros, can be
found in books listed in the Bibliography.§

J0(xj ) = 0

j 1 2 3 4 5

xj 2.405 5.520 8.654 11.79 14.93

J1(xj ) 0.5191 −0.3403 0.2715 −0.2325 0.2065

The lemma just proved can be extended so as to apply to Bessel functions
Jn(x) when n is a positive integer.

Theorem. Let n be any fixed nonnegative integer (n = 0, 1, 2, . . .). The posi-
tive zeros of the function Jn(x), or positive roots of the equation

Jn(x) = 0,(8)

form an increasing sequence of numbers xj ( j = 1, 2, . . .) such that xj → ∞ as

j → ∞.

Our proof is bymathematical induction. First, we know from the lemma that
this theorem is true when n = 0. Assume now that it is true when n = m, wherem
is any nonnegative integer, and let a and b be two distinct positive zeros of Jm(x).
This means that the function x−mJm(x) vanishes when x = a and when x = b. It
thus follows from Rolle’s theorem that the derivative of x−mJm(x) vanishes for at
least one value of x between a and b; furthermore, from relation (1) in Sec. 83,

†See, for example, the book by Taylor and Mann (1983, pp. 515–519), listed in the Bibliography.
‡That is, the zeros of such a function are isolated. An argument for this is given in the authors’ book

(2009, p. 251), listed in the Bibliography.
§See especially the book edited by Abramowitz and Stegun (1972) and the ones by Jahnke, Emde, and

Lösch (1960), Gray and Mathews (1966), and Watson (1995).
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we know that

Jm+1(x) = −xm d

dx
[x−mJm(x)].

Hence, there is at least one zero of Jm+1(x) between any two positive zeros
of Jm(x). Also, just as in the case of J0(x), the function Jm+1(x) can have at
most a finite number of zeros in any bounded interval. Inasmuch as the zeros
of Jm(x) form an unbounded increasing sequence of numbers, it now follows
that the same is true of the zeros of Jm+1(x). This completes the proof of the
theorem.

87. ZEROS OF RELATED FUNCTIONS

We preface the theorem in this section with a needed lemma. The theorem, in
addition to the one in Sec. 86, will be important to us in solving boundary value
problems in which Bessel functions arise.

Lemma. At each positive zero of Jn(x) (n = 0, 1, 2, . . .), the derivative J  n(x)
is nonzero. Moreover, the values of J  n(x) alternate in sign at consecutive positive

zeros of Jn(x).

The proof starts with the fact that the function y = Jn(x) satisfies Bessel’s
equation (Sec. 82)

x2y  (x)+ xy (x)+ (x2 − n2)y(x) = 0.(1)

When written in the form

y  (x)+ 1
x
y (x)+ x2 − n2

x2
y(x) = 0,

equation (1) is seen to be of the type treated in Lemma 1, Sec. 70, dealing
with the uniqueness of solutions of certain second-order linear differential equa-
tions. According to that lemma, there is just one continuously differentiable so-
lution of Bessel’s equation satisfying the conditions y(c)= y (c)= 0, where c> 0,
and the solution is identically equal to zero. Consequently, there is no positive
number c such that Jn(c) = J  n(c) = 0. That is, J  n(x) cannot vanish at a posi-
tive zero of Jn(x). This means, of course, that Jn(x) must change sign at such a
point.

It remains to show that values of J  n(x) have different signs at consecutive
positive zeros a andb (0 < a < b)of Jn(x). If J

 
n(a) > 0, then Jn(x) > 0 (a < x < b)

and Jn(x) is decreasing at b; hence, J
 
n(b) < 0. Similarly, if J  n(a) < 0, then

J  n(b) > 0. [See the graphs of y = J0(x) and y = J1(x) in Fig. 70 (Sec. 82),
where the slopes of these functions alternate at their zeros.] The lemma is now
established.

The theorem to follow is similar to the one in Sec. 86 but involves the function
hJn(x)+ xJ  n(x), where n is a nonnegative integer and h is a nonnegative constant.
Although this theorem need not exclude the possibility that h may be negative,
such values will not arise in our applications.



SEC. 87 ZEROS OF RELATED FUNCTIONS 287

Theorem. Let n be any fixed nonnegative integer (n = 0, 1, 2, . . .), and sup-

pose that h is a nonnegative constant (h ≥ 0). The positive zeros of the function
hJn(x)+ xJ  n(x), or positive roots of the equation

hJn(x)+ xJ  n(x) = 0,(2)

form an increasing sequence of numbers xj ( j = 1, 2, . . .) such that xj → ∞ as

j → ∞.

To prove this, we observe that if a and b are consecutive positive zeros of
Jn(x), it follows that hJn(x) + xJ  n(x) must have the values a J

 
n(a) and bJ

 
n(b) at

the points x = a and x = b, respectively. Since one of those values is positive and
the other negative, according to the above lemma, the function hJn(x) + xJ  n(x)
vanishes at some point, or at some finite number of points, between a and b.
Consequently, it has an increasing sequence of positive zeros tending to infinity.†

So the theorem is true.
In this and the preceding section, we have considered only the positive zeros

of the functions

Jn(x) and hJn(x)+ xJ  n(x) (n = 0, 1, 2, . . .)(3)

since they are the ones that will concern us in the applications. But observe that
x = 0 is a zero of both of these functions when n = 1, 2, . . . and that it is a zero of
the second one when n = 0 if h = 0.

Furthermore, if x = c is a zero of the first of the functions (3), then x = −c
is also a zero since Jn(−c) = (−1)n Jn(c). The same is true of the second of the
functions (3). For, in view of the recurrence relation (Sec. 83)

xJ  n(x) = nJn(x)− xJn+1(x),

that second function can be written

(h+ n)Jn(x)− xJn+1(x);(4)

and it follows that

(h+ n)Jn(−c)− (−c)Jn+1(−c) = (−1)n [(h+ n)Jn(c)− cJn+1(c)].

PROBLEMS

1. By means of the substitution y(x)= xcu(x), transform Bessel’s equation

x2y  (x)+ xy (x)+ (x2 − ν2)y(x) = 0
into the differential equation

x2u  (x)+ (1+ 2c)xu (x)+ (x2 − ν2 + c2)u(x) = 0,
which becomes equation (2), Sec. 86, when ν = 0 and c = −1/2.

†In the important special case n = 0, the first few zeros are tabulated for various positive values of h
in, for example, the book on heat conduction by Carslaw and Jaeger (1986, p. 493), which is listed in

the Bibliography.
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2. Use the result in Problem 1 when c = −1/2 to obtain a general solution of Bessel’s
equation when ν = 1/2. Then, using the expressions (Problem 6, Sec. 82)

J1/2(x) =
 
2

πx
sin x and J−1/2(x) =

 
2

πx
cos x,

point out how J1/2(x) and J−1/2(x) are special cases of that solution.
3. Let n have any one of the values n = 0, 1, 2, . . .. By substituting bi, where b is any
nonzero real number, for the variable x in the expression (Sec. 82)

Jn(x) =
∞ 
k=0

(−1)k
k!(n+ k)!

 
x

2

 n+2k
(n = 0, 1, 2, . . .),

show that the Bessel function Jn(x) has no pure imaginary zeros.

88. ORTHOGONAL SETS OF BESSEL
FUNCTIONS

The physical applications in this chapter will involve solutions of singular Sturm-
Liouville problems, on an interval 0 ≤ x ≤ c, whose differential equations are of
the form (see Example 1 in Sec. 68)

d

dx

 
x
dX

dx

 
+
 
−n2

x
+ λx

 
X= 0 (n = 0, 1, 2, . . .),(1)

whereXandX are tobe continuouswhen0 ≤ x ≤ c.Observehow thedifferential
equation (1) can be written

x2
d2X

dx2
+ x

dX

dx
+ (λx2 − n2)X= 0 (n = 0, 1, 2, . . .)

and that it reduces to

x
d2X

dx2
+ dX

dx
+ λxX= 0

when n = 0. The single boundary condition to be used [see case (a) of Theorem 1
in Sec. 69] will always be a special case of

b1X(c)+ b2X
 (c) = 0,(2)

where the coefficients b1 and b2 are real and not both zero.
Theorems 1 and 2 below provide solutions of our Sturm-Liouville problems

when the special case of condition (2) is one of three different types. These theo-
rems treat the problems when n = 0 and when n = 1, 2, . . . separately. Although
the theorems could be combined, it will bemore convenient to have them separate
in the applications. Their proofs, appearing in Sec. 89, will, however, be combined.

Theorem 1. For the singular Sturm-Liouville problem consisting of the dif-

ferential equation

x
d2X

dx2
+ dX

dx
+ λxX= 0 (0 < x < c)(3)
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and one of the boundary conditions

X(c) = 0,(4)

hX(c)+ cX (c) = 0 (h> 0),(5)

X (c) = 0,(6)

the eigenvalues λ j and corresponding eigenfunctions Xj are as follows:

(a) when condition (4) is used,

λ j = α2j , Xj = J0(α j x) ( j = 1, 2, . . .)
where α j ( j = 1, 2, . . .) are the positive roots of the equation

J0(αc) = 0;
(b) when condition (5) is used,

λ j = α2j , Xj = J0(α j x) ( j = 1, 2, . . .)
where α j ( j = 1, 2, . . .) are the positive roots of the equation

hJ0(αc)+ (αc)J  0(αc) = 0 (h > 0);
(c) when condition (6) is used,

λ1 = 0, X1 = 1 and λ j = α2j , Xj = J0(α j x) ( j = 2, 3, . . .)
where α j ( j = 2, 3, . . .) are the positive roots of the equation

J  0(αc) = 0.

Observe that since J  0(x) = −J1(x) (see Sec. 83), the equations defining the
numbers α j in cases (b) and (c) can be written

hJ0(αc)− (αc)J1(αc) = 0 and J1(αc) = 0,
respectively.

Theorem 2. Let n be a positive integer (n = 1, 2, . . .). For the singular Sturm-
Liouville problem consisting of the differential equation

x2
d2X

dx2
+ x

dX

dx
+ (λx2 − n2)X= 0 (0 < x < c)(7)

and one of the boundary conditions

X(c) = 0,(8)

hX(c)+ cX (c) = 0 (h > 0),(9)

X (c) = 0,(10)

the eigenvalues λ j and corresponding eigenfunctions Xj are

λ j = α2j , Xj = Jn(α j x) ( j = 1, 2, . . .)
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where the numbers α j are defined as follows:

(a) when condition (8) is used, α j ( j = 1, 2, . . .) are the positive roots of the

equation

Jn(αc) = 0;
(b) when condition (9) is used, α j ( j = 1, 2, . . .) are the positive roots of the

equation

hJn(αc)+ (αc)J  n(αc) = 0 (h > 0);
(c) when condition (10) is used, α j ( j = 1, 2, . . .) are the positive roots of the

equation

J  n(αc) = 0.

Note that because the functions

hJn(x)+ xJ  n(x) and (h+ n)Jn(x)− xJn+1(x)

are the same, as pointed out at the end of Sec. 87, the equation defining the
numbers α j in case (b) of Theorem 2 can be written

(h+ n)Jn(αc)− (αc)Jn+1(αc) = 0.(11)

Also, because xJ  n(x) = nJn(x)− xJn+1(x) (Sec. 83), the equation

nJn(αc)− (αc)Jn+1(αc) = 0(12)

is an alternative form of the equation defining the α j in case (c) of Theorem 2.
For each of the cases in these two theorems, the orthogonality property c

0

xJn(α j x)Jn(αkx) dx = 0 ( j  = k)(13)

follows from case (a) of Theorem 1 in Sec. 69. Observe that this orthogonality of
the eigenfunctions with respect to the weight function x, on the interval 0 < x < c,
is the same as ordinary orthogonality with weight function unity of the functions√
x Jn(α j x) on the same interval. Also,many orthogonal sets are represented here,

depending on the values of c, n, and h. Once we have proved the two theorems, we
shall in Secs. 90 and 91 normalize these eigenfunctions and find formulas for the
coefficients in generalized Fourier series expansions involving the eigenfunctions.
The reader who wishes to reach such expansions and their applications more
quickly may pass directly to Sec. 90 without loss of continuity.

89. PROOF OF THE THEOREMS

We turn now to the proof of the two theorems in Sec. 88. Recall how we wrote
the differential equation (1) there as

x2
d2X

dx2
+ x

dX

dx
+ (λx2 − n2)X= 0 (n = 0, 1, 2, . . .)(1)
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and combined it with one of the boundary conditions

X(c) = 0,(2)

hX(c)+ cX  (c) = 0 (h > 0),(3)

X (c) = 0.(4)

Case (a) of Theorem 2 in Sec. 69, applied to the general form (1)–(2), Sec. 88, of
these three Sturm-Liouville problems, ensures that any eigenvalue must be a real
number; and, keeping in mind that X and X must be continuous on the closed
interval 0 ≤ x ≤ c, we consider the possibilities that λ may be zero, positive, or
negative.

(i) The case λλ = 0

When λ = 0, equation (1) is a Cauchy-Euler equation (see Problem 1, Sec. 44):

x2
d2X

dx2
+ x

dX

dx
− n2X= 0 (n = 0, 1, 2, . . .).(5)

To solve it, we write x = exp s and put it in the form
d2X

ds2
− n2X= 0 (n = 0, 1, 2, . . .).(6)

If n = 0, equation (6) has solution X= As+B, where Aand B are arbitrary
constants; and the general solution of equation (5) is, therefore, X(x)= A ln x+B

whenn = 0.The requirement thatXandX becontinuouswhen0 ≤ x ≤ c forces A
tobezero, andwehaveX(x) = B.Whencondition (2)or (3) is imposed,B= 0.The
constant B can, however, remain arbitrary when condition (4) is used. Assigning
the value B = 1, we then have the eigenfunction X(x) = 1, corresponding to
λ = 0. This appears in case (c) of Theorem 1 in Sec. 88 and is the only case there in
which λ = 0 is an eigenvalue. Any eigenfunction corresponding to that eigenvalue
is, of course, a constant multiple of X(x) = 1.

If, on the other hand, n is positive, the general solution of equation (6) is
X= Aens + Be−ns . That is,

X(x) = Axn + Bx−n = Axn + B
1

xn
.

Since our solution must be continuous and therefore bounded on 0 ≤ x ≤ c, we
require that B = 0. Hence, X(x) = Axn. It is now easy to see that A= 0 if any
of the conditions (2), (3), or (4) is to be satisfied, and we arrive at only the trivial
solution X(x) ≡ 0. Thus, in Theorem 2, Sec. 88, zero is not an eigenvalue.
(ii) The case λλ > 0

We consider next the possibility that λ> 0 and write λ = α2 (α > 0). Equation (1)
is then

x2
d2X

dx2
+ x

dX

dx
+ (α2x2 − n2)X= 0 (n = 0, 1, 2, . . .),(7)

and we know from Problem 8, Sec. 82, that its general solution is

X(x) = C1 Jn(αx)+ C2 Yn(αx).
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Our continuity requirements imply that C2 = 0, since Yn(αx) is discontinuous at
x = 0 (see Sec. 82). Hence, any nontrivial solution of equation (7) thatmeets those
requirements must be a constant multiple of the function X(x) = Jn(αx).

In applying one of the boundary conditions at x= c, we emphasize that the
symbol J  n(αx) stands for the derivative of Jn(s) with respect to s, evaluated at

s = αx. Then, by the chain rule,
d

dx
Jn(αx) =

d

ds
Jn(s)

ds

dx
= J  n(s) α = α J  n(αx);

and conditions (2), (3), and (4) require that

Jn(αc) = 0,(8)

hJn(αc)+ (αc)J  n(αc) = 0 (h > 0),(9)

or

J  n(αc) = 0,(10)

respectively.
According to the theorems in Secs. 86 and 87, each of the equations (8), (9),

and (10) has an infinite number of positive roots

α j =
xj

c
( j = 1, 2, . . .),(11)

where xj ( j = 1, 2, . . .) is the unbounded increasing sequence in the statement of
the theorem in question. The numbers α j here depend, of course, on the value of n
and also on the value of h in the case of equation (9).Our Sturm-Liouville problem
thus has eigenvalues λ j = α2j ( j = 1, 2, . . .), and the corresponding eigenfunctions
are

Xj (x) = Jn(α j x) ( j = 1, 2, . . .).(12)

(iii) The case λλ < 0

There are no negative eigenvalues. In order to show this, we assume that λ> 0 and
write λ = −α2 (α > 0). Equation (1) then becomes

x2
d2X

dx2
+ x

dX

dx
− (α2x2 + n2)X= 0 (n = 0, 1, 2, . . .).(13)

The substitution s = αx can be used here to put equation (13) in the form
(compare with Problem 8, Sec. 82)

s2
d2X

ds2
+ s

dX

ds
− (s2 + n2)X= 0 (n = 0, 1, 2, . . .).(14)

From Problem 9, Sec. 82, we know that the modified Bessel function

X= In(s) = i−n Jn(is)

satisfies equation (14); and since I(s) has a power series representation that con-
verges for all s, the function X(x) = In(αx) satisfies the continuity requirements
in our problem. As was the case with equation (7), equation (13) has a second
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solution, analogous to Yn(αx), that is discontinuous at x = 0.† Hence we know
that except for an arbitrary constant factor, X(x) = In(αx) is the desired solution
of equation (13).

We now show that for each positive value of α, the function X(x) = In(αx)

fails to satisfy anyof theboundary conditions (2), (3), or (4). In each case, our proof
rests on the fact that In(x) > 0 when x > 0, as demonstrated in Problem 9, Sec. 82.

Since In(αc) > 0 when α > 0, it is obvious that condition (2), which requires
that In(αc) = 0, fails to be satisfied for any positive number α.

Condition (3), when applied to the function X(x) = i−n Jn(iαx), becomes

hi−n Jn(iαc)+ ci−niα J  n(iαc) = 0 (h > 0).(15)

But we know from the discussion at the end of Sec. 87 that the equation

hJn(x)+ xJ  n(x) = 0 (h ≥ 0)
has the alternative form

(h+ n)Jn(x)− xJn+1(x) = 0 (h ≥ 0).
Hence, equation (15) can be written

(h+ n)i−n Jn(iαc)+ (αc)i−(n+1) Jn+1(iαc) = 0 (h ≥ 0).
Since In(αx) = i−n Jn(iαx), then,

(h+ n)In(αc)+ (αc)In+1(αc) = 0 (h ≥ 0);(16)

and because α > 0, the left-hand side of this last equation is positive. So, once
again, no positive values of α can occur as roots.

Finally, since condition (4) is really condition (3) if h is allowed to be zero
and since relation (16) is valid when h = 0, we may conclude that there are no
negative eigenvalues arising in either of the theorems in Sec. 88. Those theorems
are now completely proved.

Except for the zero eigenvalue in case (c) of Theorem 1 in Sec. 88, the
eigenvalues are all represented by the numbers λ j = α2j where the α j are given
by equation (11). Since the numbers xj used in equation (11) form an unbounded
increasing sequence, it is clear that the same is true of the eigenvalues λ j . That is,
λ j < λ j+1 and λ j → ∞ as j → ∞.

PROBLEMS

1. By referring to Theorem 1 in Sec. 88, show that the eigenvalues of the singular Sturm-
Liouville problem

xX   + X  + λxX= 0, X(2) = 0
on the interval 0 ≤ x ≤ 2 are the numbers λ j =α2j ( j = 1, 2, . . .) where α j are the
positive roots of the equation J0(2α)= 0 and that the corresponding eigenfunctions are

†For a detailed discussion of this, see, for example, the book by Tranter (1969, pp. 16ff), which is listed

in the Bibliography.
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Xj = J0(α j x) ( j = 1, 2, . . .). With the aid of the table in Sec. 86, obtain the numerical
values α1= 1.2, α2= 2.8, α3= 4.3, valid to one decimal place.

2. Write U(x)=√
xJn(αx), where n has any one of the values n= 0, 1, 2, . . . and α is a

positive constant.

(a) By recalling from Problem 8, Sec. 82, that y(x) = Jn(αx) satisfies the differential
equation

x2y  (x)+ xy (x)+ (α2x2 − n2)y(x) = 0
and noting that y(x) = x−1/2U(x), show thatU(x) satisfies the differential equation

U   (x)+
 
α2 + 1− 4n

2

4x2

 
U(x) = 0.

(b) Let c denote any fixed positive number and write

Uj (x) =
√
x Jn(α j x) ( j = 1, 2, . . .),

where α j are the positive roots of the equation Jn(αc)= 0. Use the result in
part (a) to show that 

α2j − α2k
 
Uj (x)Uk(x) = Uj (x)U

  
k (x)−U   

j (x)Uk(x).

(c) With the aid of the identity

Uj (x)U
  
k (x)−U   

j (x)Uk(x) =
d

dx

 
Uj (x)U

 
k(x)−U  

j (x)Uk(x)
 
,

show how it follows from the result in part (b) that the set {Uj (x)} there is orthog-
onal on the interval 0 < x < c with weight function unity. Thus, give another proof
that the set {Jn(α j x)} in case (a) of Theorems 1 and 2 in Sec. 88 is orthogonal on
0 < x < c with weight function x.

3. Since our series representation of Jn(x)(n = 0, 1, 2, . . .) in Sec. 82 converges when x is
replaced by any complex number z and since the coefficients of the powers of z in that
representation are all real, it follows that Jn(z̄)= Jn(z), where z̄ denotes the complex
conjugate x−iyof the number z= x+iy.† Also, the proof of orthogonality in Problem2
remains valid when α is a nonzero complex number and when the set of roots α j there
is allowed to include any nonzero complex roots that may occur. Use these facts to
show that if a complex number

α j = a + ib (a  = 0, b  = 0)
is a zero of Jn(z), then so is α j = a − ib. Thus, 1

0

x
  Jn(α j x)

  2 dx =
 1

0

xJn(α j x)Jn(α j x) dx = 0.

Point out why the first integral here is actually positive. With this contradiction, con-
clude that if z = xj ( j = 1, 2, . . .) are the positive zeros of Jn(z), then the only other
zeros, real or complex, are z = − xj ( j = 1, 2, . . .), and also z = 0 when n is positive.
(Compare with Problem 3, Sec. 87.)

†For a discussion of power series representations in the complex plane, see the authors’ book (2009,

Chap. 5), listed in the Bibliography.
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90. TWO LEMMAS

The orthogonal sets of Bessel functions in Sec. 88 need to be normalized if we
are to use the theory of generalized Fourier series to find expansions in terms of
those sets. Lemmas 1 and 2 in this section provide the required norms. As we did
with the theorems in Sec. 88, we state these lemmas separately when n = 0 and
when n = 1, 2, . . . . Regardless of the value of n, however, the eigenfunctions of
the Sturm-Liouville problem can be written in normalized form as

φ j (x) =
Jn(αj x)

 Jn(αj x) 
( j = 1, 2, . . .).(1)

Lemma 1. Let c be any positive number.

(a) If αj ( j = 1, 2, . . .) are the positive roots of the equation
J0(αc) = 0,

then

 J0(α j x) 2 =
c2

2
[J1(α j c)]

2 ( j = 1, 2, . . .).

(b) If αj ( j = 1, 2, . . .) are the positive roots of the equation
hJ0(αc)+ (αc)J  0(αc) = 0 (h > 0),

then

 J0(α j x) 2 =
(α j c)

2 + h2

2α2j
[J0(α j c)]

2 ( j = 1, 2, . . .).

(c) If α1 = 0 and α j ( j = 2, 3, . . .) are the positive roots of the equation
J  0(αc) = 0,

then

 J0(α1x) 2 =
c2

2
and  J0(α j x) 2 =

c2

2
[J0(α j c)]

2 ( j = 2, 3, . . .).

The cases (a), (b), and (c) in this lemma correspond to the cases (a), (b),
and (c) in Theorem 1 of Sec. 88. Note how we are able to write the eigenfunction
X1 = 1 in case (c) of that theorem as X1 = J0(α1x) in case (c) here since

J0(α1x) = J0(0) = 1
when α1 = 0. This allows us to express its norm in away similar to theway inwhich
the norms occurring when j = 2, 3, . . . are expressed. The three cases in Lemma 2
just below correspond, of course, to the three cases in Theorem 2 of Sec. 88.

Lemma2. Let c be anypositivenumber andnapositive integer (n = 1, 2, . . .).

(a) If α j ( j = 1, 2, . . .) are the positive roots of the equation
Jn(αc) = 0,
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then

 Jn(α j x) 2 =
c2

2
[Jn+1(α j c)]

2 ( j = 1, 2, . . .).

(b) If α j ( j = 1, 2, . . .) are the positive roots of the equation
hJn(αc)+ (αc)J  n(αc) = 0 (h > 0),

then

 Jn (α j x) 2 =
(α j c)

2 − n2 + h2

2α2j
[Jn(α j c)]

2 ( j = 1, 2, . . .).

(c) If α j ( j = 1, 2, . . .) are the positive roots of the equation
J  n(αc) = 0,

then

 Jn(α j x) 2 =
(α j c)

2 − n2

2α2j
[Jn(α j c)]

2 ( j = 1, 2, . . .).

Although these two lemmas are stated separately, it is convenient to prove
them together. So, unless otherwise stated, n may have any one of the values
n = 0, 1, 2, . . .. We start with the fact (Problem 8, Sec. 82) that if α is a nonzero
constant, the function

X(x) = Jn(αx)(2)

satisfies the differential equation

x2X   + xX  + (α2x2 − n2)X= 0,
or

(xX  ) +
 
α2x − n2

x

 
X= 0.(3)

Next, we multiply each side of equation (3) by 2x X and write

d

dx
(xX  )2 + (α2x2 − n2)

d

dx
(X2) = 0.

After integrating both terms here and using integration by parts in the second
term, we find that

[(xX  )2 + (α2x2 − n2)X2]
c

0
− 2α2

 c

0

xX2 dx = 0,

where c is any positive number. When n= 0, the quantity inside the brackets
clearly vanishes at x= 0; and the same is true when n= 1, 2, . . . , because then
X(0)= Jn(0)= 0. Consequently,

2α2
 c

0

x[X(x)]2 dx = [cX (c)]2 + (α2c2 − n2)[X(c)]2.
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Because X(x) = Jn(α x) and X
 (x) = α J  n(αx), it follows that

2α2
 c

0

x[Jn(αx)]
2 dx = (αc)2[J  n(αc)]2 + [(αc)2 − n2][Jn(αc)]

2.(4)

We shall now use equation (4) to find all but one of the norms in Lemmas 1 and 2.
As for case (a) in these two lemmas, since Jn(α j c) = 0, equation (4) tells us

that

2

 c

0

x[Jn(α j x)]
2 dx = c2[J  n(α j c)]

2.

The integral here is the square of the norm of Jn(α j x) on the interval 0 < x < c,
with weight function x. Also (Sec. 83)

xJ  n(x) = nJn(x)− xJn+1(x),

and it follows that J  n(α j c)=−Jn+1(α j c). Hence,

2 Jn(α j x) 2 = c2[Jn+1(α j c)]
2.

This is in agreement with the expressions for the squares of the norms stated in
case (a) of Lemmas 1 and 2.

Turning to case (b) in the lemmas, where

h Jn(α j c)+ (α j c) J
 
n(α j c) = 0 (h > 0),

we see that since

(α j c)
2[J  n(α j c)]

2 = h2[Jn(α j c)]
2,

it follows from equation (4) that

2α2j

 c

0

x[Jn(α j x)]
2 dx = [(α j c)

2 − n2 + h2][Jn(α j c)]
2.

This gives us the norms in case (b) of the lemmas.
Finally, we treat case (c) in Lemma 1 differently from case (c) in Lemma 2.

Since J0(α1x) = 1 in case (c) of Lemma 1,

 J0(α1x) 2 =
 c

0

x dx = c2

2
.

Expressions for  J0(α j c) 2 ( j = 2, 3, . . .) are obtained by writing n = 0 and α = α j
in equation (4). Because J  0(α j c) = 0, that gives

2

 c

0

x[J0(α j x)]
2 dx = c2[J0(α j c)]

2,

which is the same as the expression for  J0(α1x) 2 ( j = 2, 3, . . .) in case (c) of
Lemma 1.

Note that in case (b) of Lemma 2 the constant h used in the equation defining
the α j can actually be zero. By canceling out the factor (αc) in the equation

(αc)J  n(αc) = 0
that follows when h = 0, we have the defining equation for the α j in case (c) of
Lemma 2. The norm in case (c) is, moreover, the norm in case (b) with h = 0.
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This completes the proof of Lemmas 1 and 2. We are now prepared to find
the generalized Fourier series involving the orthonormal sets (1).

91. FOURIER-BESSEL SERIES

Let f be any piecewise continuous function defined on an interval 0 < x < c,

and let Jn(α j x) ( j = 1, 2, . . .) be an orthogonal set of eigenfunctions arising from
Theorem 1 in Sec. 88 when n = 0 or Theorem 2 in that section when n has one of
the values n = 1, 2, . . . . The normalized eigenfunctions are, of course,

φ j (x) =
Jn(α j x)

 Jn(α j x) 
( j = 1, 2, . . .),(1)

and the Fourier constants c j (Sec. 62) in the correspondence

f (x) ∼
∞ 
j=1

c j φ j (x) =
∞ 
j=1

c j

 Jn(α j x) 
Jn(α j x) (0 < x < c)(2)

are the numbers

c j = ( f, φ j ) =
 c

0

x f (x)φ j (x) dx = 1

 Jn(α j x) 

 c

0

x f (x)Jn(α j x) dx(3)

( j = 1, 2, . . .).
The norms found in each of the three cases (a), (b), and (c) in the lemmas

of Sec. 90 will now be combined with the generalized Fourier series (2) and its
coefficients (3) to obtain two theorems involving what are known as Fourier-
Bessel series. We continue to present our theorems separately when n = 0 and
when n = 1, 2, . . .. Indeed, these theorems will follow from Lemmas 1 and 2,
respectively, in Sec. 90.

Theorem 1. Suppose that a function f is piecewise continuous on an interval

0 < x < c.

(a) If α j ( j = 1, 2, . . .) are the positive roots of the equation
J0(αc) = 0,

then

f (x) ∼
∞ 
j=1

Aj J0(α j x) (0 < x < c)

where

Aj =
2

c2[J1(α j c)]2

 c

0

x f (x)J0(α j x) dx ( j = 1, 2, . . .).

(b) If α j ( j = 1, 2, . . .) are the positive roots of the equation
hJ0(αc)+ (αc)J  0(αc) = 0 (h > 0),

then

f (x) ∼
∞ 
j=1

Aj J0(α j x) (0 < x < c)



SEC. 91 FOURIER-BESSEL SERIES 299

where

Aj =
2α2j

[(α j c)2 + h2][J0(α j c)]2

 c

0

x f (x)J0(α j x) dx ( j = 1, 2, . . .).

(c) If α j ( j = 2, 3, . . .) are the positive roots of the equation
J  0(αc) = 0,

then

f (x) ∼ A1 +
∞ 
j=2

Aj J0(α j x) (0 < x < c)

where

A1 =
2

c2

 c

0

x f (x) dx

and

Aj =
2

c2[J0(α j c)]2

 c

0

x f (x)J0(α j x) dx ( j = 2, 3, . . .).

Note that the equations used to define the numbers α j in parts (b) and (c)
can also be written

hJ0(αc)− (αc)J1(αc) = 0 and J1(αc) = 0,
respectively. (See the remarks immediately following the statement of Theorem 1
in Sec. 88.) Also, the number α1 = 0 in case (c) of Lemma 1 in Sec. 90 does not
appear in case (c) of Theorem 1 here since J0(α1x) = 1.

Theorem 2. Let Aj ( j = 1, 2, . . .) be the coefficients in the correspondence

f (x) ∼
∞ 
j=1

Aj Jn(α j x) (0 < x < c),

where f is piecewise continuous and n is a positive integer (n = 1, 2, . . .).

(a) If α j ( j = 1, 2, . . .) are the positive roots of the equation
Jn(αc) = 0,

then

Aj =
2

c2[Jn+1(α j c)]2

 c

0

x f (x)Jn(α j x) dx ( j = 1, 2, . . .).

(b) If α j ( j = 1, 2, . . .) are the positive roots of the equation
hJn(αc)+ (αc)J  n(αc) = 0 (h > 0),

then

Aj =
2α2j

[(α j c)2 − n2 + h2][Jn(α j c)]2

 c

0

x f (x)Jn(α j x) dx ( j = 1, 2, . . .).
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(c) If α j ( j = 1, 2, . . .) are the positive roots of the equation
J  n(αc) = 0,

then

Aj =
2α2j

[(α j c)2 − n2][Jn(α j c)]2

 c

0

x f (x)Jn(α j x) dx ( j = 1, 2, . . .).

Recalling a remark just after the statement of Theorem 2 in Sec. 88, we note
that the equations used to define the α j in cases (b) and (c) here can also bewritten

(h+ n)Jn(αc)− (αc)Jn+1(αc) = 0 and nJn(αc)− (αc)Jn+1(αc) = 0,
respectively.

To verify the two theorems in this section, let n have any one of the val-
ues n = 0, 1, 2, . . . . Then observe how it follows from correspondence (2) and
expression (3) that

f (x) ∼
∞ 
j=1

Aj Jn(α j x) (0 < x < c),(4)

where

Aj =
1

 Jn(α j x) 2
 c

0

x f (x)Jn(α j x) dx ( j = 1, 2, . . .).(5)

The norms in the lemmas in Sec. 90 can now be used in this equation to obtain the
expressions for the Aj in the theorems here.

Proofs that correspondence (4) is actually an equality, under conditions sim-
ilar to those used in Sec. 15 to ensure the representation of a function by its Fourier
series, usually involve the theory of functions of a complex variable.We state, with-
out proof, one form of such a representation theorem and refer the reader to the
Bibliography.†

Theorem 3. Let f denote a function that is piecewise smooth on an interval

0 < x < c, and suppose that f (x) at eachpoint of discontinuity of f in that interval is

defined as the mean value of the one-sided limits f (x+) and f (x−). Then all of the
correspondences in Theorems 1 and 2 are, in fact, equalities when the appropriate
coefficients Aj are used.

92. EXAMPLES

We now illustrate, before turning to physical applications, the use of Theorems 1
and2 inSec. 91.The functions in this sectionand in theproblems to followall satisfy
the conditions in Theorem 3 of Sec. 91, and so convergence to those functions will
not be in doubt.

†This theorem is proved in the book by Watson (1995). Also, see the work by Titchmarsh (1962),

as well as the books by Gray and Mathews (1966) and Bowman (1958). These are all listed in the

Bibliography.
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EXAMPLE 1. Let us expand the function f (x) = 1 (0 < x < c) into a
series of the type

∞ 
j=1

Aj J0(α j x),

where α j ( j = 1, 2, . . .) are the positive roots of the equation J0(αc)= 0. Case (a)
in Theorem 1 of Sec. 91 is evidently applicable here. It tells us that

Aj =
2

c2[J1(α j c)]2

 c

0

xJ0(α j x) dx ( j = 1, 2, . . .).

This integral is readily evaluated by substituting s=α j x and using the integration
formula (Sec. 83)  x

0

s J0(s) ds = xJ1(x).

To be specific, c

0

x J0(α j x) dx = 1

α2j

 α j c

0

s J0(s) ds =
1

α2j
α j c J1(α j c) =

c J1(α j c)

α j

.(1)

Consequently,

Aj =
2

c2[J1(α j c)]2
· cJ1(α j c)

α j

= 2

c
· 1

α j J1(α j c)
;

and we arrive at the expansion

1 = 2

c

∞ 
j=1

J0(α j x)

α j J1(α j c)
(0 < x < c),(2)

where J0(α j c) = 0 (α j > 0).

EXAMPLE 2. Here we expand the same function f (x) = 1(0 < x < c) as
in Example 1 into a Fourier-Bessel series

∞ 
j=1

Aj J0(α j x),

where α j are the positive roots of the equation

h J0(αc)+ (αc) J  0(αc) = 0 (h > 0) .(3)

We need to refer to case (b) of Theorem 1 in Sec. 91 rather than case (a), which
was used in Example 1. Case (b) of the theorem tells us that

Aj =
2 α2j

[(α j c)2 + h2][J0(α j c)]2

 c

0

x J0(α j x) dx ( j = 1, 2, . . .).(4)
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Even though the α j in expression (1) are different from the ones here, we can
nonetheless use that expression to write

Aj =
2 α2j

[(α j c)2 + h2][J0(α j c)]2
· c J1(α j c)

α j

= 2c α j J1(α j c)

[(α j c)2 + h2][J0(α j c)]2
.

Hence,

1 = 2c
∞ 
j=1

α j J1(α j c) J0(α j x)

[(α j c)2 + h2][J0(α j c)]2
(0 < x < c).(5)

Finally, it is interesting to see how expansion (5) can be written in a form
that does not involve h. To do this, we need only observe how it follows from
equation (3) and the identity J  0(αc) = − J1(αc) that

h J0(α j c) = − (α j c)J
 
0(α j c) = (α j c)J1(α j c).

This enables us to write

1 = 2c
∞ 
j=1

α j J1(α j c)J0(α j x)

(α j c)2[J0(α j c)]2 + (α j c)2[J1(α j c)]2
,

or

1 = 2

c

∞ 
j=1

1

α j

· J1(α j c)J0(α j x)

[J0(α j c)]2 + [J1(α j c)]2
(0 < x < c).(6)

EXAMPLE 3. To represent the function f (x)= x (0 < x < 1) in a series of
the form

A1 +
∞ 
j=2

Aj J0(α j x),

where α j ( j = 2, 3, . . .) are the positive roots of the equation J1(α)= 0, we refer
to case (c) in Theorem 1 of Sec. 91. Evidently,

A1 = 2
 1

0

x2 dx = 2

3

and

Aj =
2

[J0(α j )]2

 1

0

x2 J0(α j x) dx ( j = 2, 3, . . .).

This last integral can be evaluated by referring to the reduction formula
(see Sec. 83 and the footnote there) x

0

s2J0(s) ds = x2J1(x)+ xJ0(x)−
 x

0

J0(s) ds

and recalling that J1(α j ) = 0: 1

0

x2J0(α j x) dx = 1

α3j

 α j

0

s2J0(s) ds =
1

α3j

 
α j J0(α j )−

 α j

0

J0(s) ds

 
.
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Finally, then,

x = 2

3
+ 2

∞ 
j=2

 
α j J0(α j )−

 α j

0

J0(s) ds

 
J0(α j x)

α3j [J0(α j )]2
(0 < x < 1),(7)

where J1(α j ) = 0 (α j > 0).

EXAMPLE4. Consider a function f that is defined on the interval 0< x< 2
by means of the equations

f (x) =
 
x4 when 0 < x < 1,

0 when 1 < x < 2,

and f (1) = 1/2. To show that

f (x) = 1

2

∞ 
j=1

α j J5(α j )J4(α j x)

(α2j − 4)[J4(2α j )]2
(0 < x < 2),(8)

where α j are the positive roots of the equation J
 
4(2α) = 0, we refer to case (c) in

Theorem 2 of Sec. 91 and write

Aj =
α2j

2(α2j − 4)[J4(2α j )]2

 2

0

x f (x)J4(α j x) dx ( j = 1, 2, . . .).(9)

Keeping in mind that f (x) = 0 when 1 < x < 2 and using the integration formula
(see Sec. 83)  x

0

s5 J4(s) ds = x5 J5(x),

we find that the integral in expression (9) reduces to 1

0

x5 J4(α j x) dx = 1

α6j

 α j

0

s5 J4(s) ds =
1

α j

J5(α j ).

Hence,

Aj =
1

2
· α j J5(α j )

(α2j − 4)[J4(2α j )]2
,

and expansion (8) is established.

PROBLEMS

1. Show that

x = 2
∞ 
j=1

 
1− 1

α2j J1(α j )

 α j

0

J0(s) ds

 
J0(α j x)

α j J1(α j )
(0 < x < 1),

where α j ( j = 1, 2, . . .) are the positive roots of the equation J0(α) = 0.
2. Derive the representation

x2 = c2

2
+ 4

∞ 
j=2

J0(α j x)

α2j J0(α j c)
(0 < x < c),

where α j ( j = 2, 3, . . .) are the positive roots of the equation J1(αc) = 0.
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3. Let α j ( j = 1, 2, . . .) denote the positive roots of the equation J0(αc) = 0, where c is a
fixed positive number.

(a) Derive the expansion

x2 = 2

c

∞ 
j=1

(α j c)
2 − 4

α3j J1(α j c)
J0(α j x) (0 < x < c).

(b) Combine expansion (2) in Example 1, Sec. 92, with the one in part (a) here to show
that

c2 − x2 = 8

c

∞ 
j=1

J0(α j x)

α3j J1(α j c)
(0 < x < c).

4. Find the coefficients Aj ( j = 1, 2, . . .) in the expansion

1 = A1 +
∞ 
j=2

Aj J0(α j x) (0 < x < c)

when α j ( j = 2, 3, . . .) are the positive roots of the equation J  
0(αc) = 0.

Answer: A1 = 1, Aj = 0 ( j = 2, 3, . . .).
5. Show that if

f (x) =
 
x when 0 < x < 1,
0 when 1 < x < 2,

and f (1) = 1/2, then

f (x) = 2
∞ 
j=1

α j J2(α j ) J1(α j x)

(4α2j − 1)[J1(2α j )]2
(0 < x < 2),

where α j ( j = 1, 2, . . .) are the positive roots of the equation J  
1(2α) = 0.

6. Let n have any one of the positive values n = 1, 2, . . . . Show that

xn = 2
∞ 
j=1

α j Jn+1(α j ) Jn(α j x)

(α2j − n2)[Jn(α j )]2
(0 < x < 1),

where α j ( j = 1, 2, . . .) are the positive roots of the equation J  
n(α) = 0.

7. Point out why the eigenvalues of the singular Sturm-Liouville problem

x2X  + xX + (λx2 − 1)X= 0, X(1) = 0,

on the interval 0 ≤ x ≤ 1 are the numbers λ j = α2j ( j = 1, 2, . . .), where α j are the
positive roots of the equation J1(α) = 0, and why the corresponding eigenfunctions
are Xj = J1(α j x) ( j = 1, 2, . . .). Then obtain the representation

x = 2
∞ 
j=1

J1(α j x)

α j J2(α j )
(0 < x < 1)

in terms of those eigenfunctions.

8. There exist conditions on f underwhich Fourier-Bessel series representations are valid
when n is replaced by ν (ν > −1/2), where ν is not necessarily an integer. In particular,
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suppose that

f (x) =
∞ 
j=1

Aj J1/2(α j x) (0 < x < c),

where
√
x f (x) is piecewise smooth, where α j are the positive roots of the equation

J1/2(αc) = 0, and where [compare with case (a) in Theorem 2 of Sec. 91]

Aj =
2

c2[J3/2(α j c)]2

 c

0

x f (x) J1/2(α j x) dx ( j = 1, 2, . . .).

Using the expressions [Problems 6(a), Sec. 82, and 3, Sec. 83]

J1/2(x) =
 
2

πx
sin x and J3/2(x) =

 
2

πx

 
sin x

x
− cos x

 
to substitute for the Bessel functions involved, show that this Fourier-Bessel series
representation is actually the Fourier sine series representation for

√
x f (x) on the

interval 0 < x < c.

93. TEMPERATURES IN A LONG
CYLINDER

In the following two examples, we shall use Bessel functions to find temperatures
in an infinitely long circular cylinder ρ ≤ c whose lateral surface ρ = c is subject
to simple thermal conditions. Those conditions and others will be such that the
temperatures will depend only on the space variable ρ, which is the distance from
the axis of the cylinder, and time t . We assume that the material of the solid is
homogeneous.

EXAMPLE 1. When the cylinder is as shown in Fig. 72 and the initial tem-
peratures vary only with ρ, the temperatures u = u(ρ, t) in the cylinder satisfy the
special case (Sec. 24)

ut = k

 
uρρ +

1

ρ
uρ

 
(0 < ρ < c, t > 0)(1)

z

 

    c

u   0

y

x

 

FIGURE 72
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of the heat equation in cylindrical coordinates and the boundary conditions

u(c, t) = 0 (t > 0),(2)

u(ρ, 0) = f (ρ) (0 < ρ < c).(3)

Also, when t > 0, the function u and its derivativesmust be continuous throughout
the cylinder and, inparticular, on theaxisρ = 0. In solving this problem,weassume
that f is piecewise smooth on the interval 0 < ρ < c and, for convenience, that
f is defined as the mean value of its one-sided limits at each point in that interval
where it is discontinuous.

Any solutions of the homogeneous equations (1) and (2) that are of the type
u = R(ρ)T(t) must satisfy the conditions

RT  = kT

 
R  + 1

ρ
R 
 
, R(c)T(t) = 0.

Separating variables in the first equation here, we have

T  

kT
= 1

R

 
R  + 1

ρ
R 
 

= −λ,

where −λ is a separation constant. Thus,
ρR  (ρ)+ R (ρ)+ λρR(ρ) = 0, R(c) = 0 (0 < ρ < c)(4)

and

T  (t)+ λkT(t) = 0 (t > 0).(5)

Problem (4), together with continuity conditions on R and R in the interval
0 ≤ ρ ≤ c, is the singular Sturm-Liouville problem in Theorem 1 of Sec. 88 when
the boundary condition (4) there is taken. According to case (a) in that theorem,
the eigenvalues and corresponding eigenfunctions of problem (4) here are

λ j = α2j , Rj = J0(α jρ) ( j = 1, 2, . . .),
where α j are the positive roots of the equation J0(αc) = 0.

When λ = λ j for any given λ j , the solutions of equation (5) are constant
multiples of Tj = exp(−α2j kt). So the desired products are

uj = Rj (ρ)Tj (t) = J0(α jρ) exp
 −α2j kt ( j = 1, 2, . . .),

and their generalized linear combination,

u(ρ, t) =
∞ 
j=1

Aj J0(α jρ) exp
 −α2j kt (6)

formally satisfies the homogeneous conditions (1) and (2) in our boundary value
problem. It also satisfies the nonhomogeneous initial condition (3) when the
coefficients Aj are such that

f (ρ) =
∞ 
j=1

Aj J0(α jρ) (0 < ρ < c).
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This is a valid Fourier-Bessel series representation, according to Theorem 3,
Sec. 91, if the coefficients have the values

Aj =
2

c2[J1(α j c)]2

 c

0

ρ f (ρ)J0(α jρ) dρ ( j = 1, 2, . . .),(7)

obtained from case (a) of Theorem 1 in Sec. 91.
The formal solution of the boundary value problem (1)–(3) is, therefore,

given by equation (6) with the coefficients (7), where J0(α j c) = 0 (α j > 0). Our
temperature function can also be written

u(ρ, t) = 2

c2

∞ 
j=1

J0(α jρ)

[J1(α j c)]2
exp
 −α2j kt 

 c

0

s f (s)J0(α j s) ds.(8)

EXAMPLE 2. Let us replace the condition that the surface of the infinite
cylinder in Example 1 be at temperature zero by the condition that it be insulated.
The boundary value problem for the temperature function u(ρ, t) is now

ut = k

 
uρρ +

1

ρ
uρ

 
(0 < ρ < c, t > 0),(9)

uρ(c, t) = 0 (t > 0),(10)

u(ρ, 0) = f (ρ) (0 < ρ < c).(11)

When u= R(ρ)T(t), separation of variables produces the eigenvalue
problem

ρR  (ρ)+ R (ρ)+ λρR(ρ) = 0, R (c) = 0 (0 < ρ < c).(12)

Case (c) of Theorem 1 in Sec. 88 tells us that the eigenvalues and corresponding
eigenfunctions are

λ1 = 0, R1 = 1 and λ j = α2j , Rj = J0(α jρ) ( j = 2, 3, . . .),
where α j ( j = 2, 3, . . .) are the positive roots of the equation J  0(αc) = 0. Since

T  (t)+ λkT(t) = 0 (t > 0),

the corresponding functions of t are constant multiples of

T1 = 1 and Tj = exp
 −α2j kt ( j = 2, 3, . . .).

Hence,

u1 = R1(ρ)T1(t) = 1
and

uj = Rj (ρ)Tj (t) = J0(α jρ) exp
 − α2j kt ( j = 2, 3, . . .).

The desired solution of our boundary value problem is, therefore,

u(ρ, t) = A1 +
∞ 
j=2

Aj J0(α jρ)exp
 −α2j kt (13)
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where the coefficients A1 and Aj ( j = 2, 3, . . .) are obtained by writing t = 0 and
referring to the nonhomogeneous condition (11). More precisely,

f (ρ) = A1 +
∞ 
j=2

Aj J0(α jρ) (0 < ρ < c);

and case (c) of Theorem 1 in Sec. 91 reveals that

A1 =
2

c2

 c

0

ρ f (ρ) dρ(14)

and

Aj =
2

c2[J0(α j c)]2

 c

0

ρ f (ρ)J0(α jρ) dρ ( j = 2, 3, . . .).(15)

In some of the problems to follow, there will be surface heat transfer across
a cylindrical surface into surroundings at temperature zero in accordance with
Newton’s law of cooling (Sec. 26). If, for example, that surface is ρ = c, the
temperature function u(ρ, t) will satisfy the condition

Kuρ(c, t) = −Hu(c, t) (K > 0, H > 0);

and we shall find it convenient to use it in the form

c uρ(c, t) = − hu(c, t)

 
h = c H

K
> 0

 
.(16)

Therewill also be a number of steady-state temperature problems in cylindri-
cal coordinates giving rise to Bessel functions. In such problems, the temperatures
will continue to be independent of φ. The function u = u(ρ, z) will, then, be
harmonic and satisfy Laplace’s equation ∇2u = 0, where (see Sec. 34)

∇2u = uρρ +
1

ρ
uρ + uzz.(17)

PROBLEMS

1. Let u(ρ, t) denote the solution found in Example 1, Sec. 93, when c = 1 and f (ρ) = u0,
where u0 is a constant. With the aid of the table in Sec. 86, show that the first three
terms in the series for u(ρ, t) are, approximately, as follows:

u(ρ, t) = 2u0 [0.80 J0(2.4ρ)e−5.8kt − 0.53 J0(5.5ρ)e−30kt + 0.43 J0(8.7ρ)e−76kt − · · ·].

2. Suppose that the surfaceρ = c of the infinite cylinder in Sec. 93 is such that heat transfer
takes place there into surroundings at temperature zero according to Newton’s law of
cooling, written in the form (16), Sec. 93:

c uρ(c, t) = −hu(c, t) (h > 0).

Use this condition, instead of condition (2) or (10) in Sec. 93, to find the temperatures
u(ρ, t) in the cylinder.
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Answer: u(ρ, t) =
∞ 
j=1

Aj J0(α jρ) exp
 
−α2j kt

 
,

where α j are the positive roots of the equation hJ0(αc)+ (αc)J  
0(αc) = 0 and

Aj =
2α2j

[(α j c)2 + h2][J0(α j c)]2

 c

0

ρ f (ρ)J0(α jρ) dρ ( j = 1, 2, . . .).

3. Derive an expression for the steady temperatures u(ρ, z) in the solid cylinder formed
by the three surfaces ρ = 1, z = 0, and z = 1 when u = 0 on the side, the bottom is
insulated, and u = 1 on the top.

Answer: u(ρ, z) = 2
∞ 
j=1

J0(α jρ)

α j J1(α j )
· coshα j z

coshα j

, where J0(α j ) = 0 (α j > 0).

4. Find the bounded steady temperatures u(ρ, z) in the semi-infinite cylinder ρ ≤ 1, z≥ 0
when u = 1 on the base and there is heat transfer into surroundings at temperature
zero, according to Newton’s law of cooling (see Problem 2), on the side.

Answer: u(ρ, z) = 2h
∞ 
j=1

J0(α jρ) exp(−α j z)

J0(α j )
 
α2j + h2

 ,
where hJ0(α j )+ α j J

 
0(α j ) = 0 (α j > 0).

5. (a) A solid cylinder is formed by the three surfaces ρ = 1, z = 0, and z = b (b > 0).
The side is insulated, the bottom is kept at temperature zero, and the top is kept
at temperatures f (ρ). Derive this expression for the steady temperatures u(ρ, z)
in the cylinder:

u(ρ, z) = 2z

b

 1

0

s f(s) ds + 2
∞ 
j=2

J0(α jρ)

[J0(α j )]2
· sinhα j z

sinhα j b

 1

0

s f(s)J0(α j s) ds,

where α2, α3, . . . are the positive roots of the equation J1(α) = 0.
(b) Show that when f (ρ) = 1 (0 < ρ < 1) in part (a), the solution there reduces to

u(ρ, z) = z

b
.

6. A function u(ρ, z) is harmonic interior to the cylinder formed by the three surfaces
ρ = c, z= 0, and z= b (b > 0). Assuming that u = 0 on the first two of those surfaces
and that u(ρ, b) = f (ρ) (0 < ρ < c), derive the expression

u(ρ, z) =
∞ 
j=1

Aj J0(α jρ)
sinhα j z

sinhα j b
,

where α j are the positive roots of the equation J0(αc) = 0 and the coefficients Aj are
given by equation (7), Sec. 93.

7. Solve this Dirichlet problem (Sec. 31) for u(ρ, z):

∇2u = 0 (0 < ρ < 1, z> 0),

u(1, z) = 0, u(ρ, 0) = 1,
and u is to be bounded in the domain ρ < 1, z> 0.

Answer: u(ρ, z) = 2
∞ 
j=1

J0(α jρ)

α j J1(α j )
exp(−α j z), where J0(α j ) = 0 (α j > 0).

8. Solve the following problem for temperatures u(ρ, t) in a thin circular plate with heat
transfer from its faces into surroundings at temperature zero:

ut = uρρ +
1

ρ
uρ − bu (0 < ρ < 1, t > 0),

u(1, t) = 0, u(ρ, 0) = 1,
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where b is a positive constant.

Answer: u(ρ, t) = 2 exp(−bt)
∞ 
j=1

J0(α jρ)

α j J1(α j )
exp
 
−α2j t
 
,

where J0(α j ) = 0 (α j > 0).

9. Solve Problem8 after replacing the condition u(1, t) = 0 by this heat-transfer condition
at the edge:

uρ(1, t) = −hu(1, t) (h > 0).

10. Interpret this boundary value problem as a temperature problem in a solid cylinder:

uρρ +
1

ρ
uρ + uzz = 0 (0 < ρ < 1, 0 < z< b),

uρ(1, z) = − hu(1, z) (0 < z< b),

uz(ρ, 0) = hu(ρ, 0), u(ρ, b) = 1 (0 < ρ < 1),

where h is a positive constant. Then, with the aid of the expansion (5) appearing in
Example 2, Sec. 92, derive the solution

u(ρ, z) = 2
∞ 
j=1

(α j + h)eα j z + (α j − h)e−α j z

(α j + h)eα j b + (α j − h)e−α j b
· α j J1(α j )J0(α jρ)

(α2j + h2) [J0(α j )]2
,

where h J0(α j )+ α j J
 
0(α j ) = 0 (α j > 0).

Suggestion: Use the conditions

Z  (z)− α2j Z(z) = 0, Z (0) = hZ(0)

to obtain the expression Z(z) = C1e
α j z+C2e

−α j z, whereC1 is an arbitrary constant and

C2 =
α j − h

α j + h
C1.

Then use the value C1 = α j + h.

11. Solve this boundary value problem for u(x, t):

xut = (xux)x −
n2

x
u (0 < x < c, t > 0),

u(c, t) = 0, u(x, 0) = f (x),

where u is continuous for 0 ≤ x ≤ c, t > 0 and where n is a positive integer.

Answer: u(x, t) =
∞ 
j=1

Aj Jn(α j x) exp
 
−α2j t
 
, where α j and Aj are the constants

in case (a) of Theorem 2 in Sec. 91.

12. Let u(ρ, z) denote a function that is harmonic interior to the cylinder formed by the
three surfaces ρ = c, z = 0, and z = b (b > 0). Given that u = 0 on both the top and
bottom of the cylinder and that u(c, z) = f (z) (0 < z< b), derive the expression

u(ρ, z) =
∞ 
n=1

Bn

I0(nπρ/b)

I0(nπc/b)
sin

nπz

b
,
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where

Bn =
2

b

 b

0

f (z) sin
nπz

b
dz.

[See Problem 9, Sec. 82, as well as the comments immediately following equation (14),
Sec. 89, regarding the solutions of the modified Bessel equation.]

13. Let the steady temperatures u(ρ, z) in a semi-infinite cylinder ρ ≤ 1, z≥ 0, whose base
is insulated, be such that u(1, z) = f (z) where

f (z) =
 
1 when 0 < z< 1,

0 when z> 1.

With the aid of the Fourier cosine integral formula (Sec. 54), derive the expression

u(ρ, z) = 2

π

 ∞

0

I0(αρ)

αI0(α)
cos αz sin α dα

for those temperatures. (See the remarks at the end of Problem 12.)

14. Given a function f (z) that is represented by its Fourier integral formula (Sec. 50) for
all real z, derive the following expression for the harmonic function u(ρ, z) inside the
infinite cylinder ρ ≤ c,−∞ < z<∞ such that u(c, z) = f (z) (−∞ < z<∞):

u(ρ, z) = 1

π

 ∞

0

I0(αρ)

I0(αc)

 ∞

−∞
f (s) cosα(s − z) ds dα.

(See the remarks at the end of Problem 12.)

15. Let u(ρ, z, t) denote temperatures in a solid cylinder ρ ≤ 1, 0 ≤ z ≤ π whose entire
surface is kept at temperature zero and whose initial temperature is unity throughout.
That is,

ut = k

 
uρρ +

1

ρ
uρ + uzz

 
(0 < ρ < 1, 0 < z< π, t > 0),

u(1, z, t) = 0, u(ρ, 0, t) = 0, u(ρ, π, t) = 0,
u(ρ, z, 0) = 1.

(a) Show that u(ρ, z, t) = v(ρ, t)w(z, t) where v(ρ, t) denotes temperatures in an
infinite cylinder ρ ≤ 1 and w(z, t) represents temperatures in an infinite slab
0 ≤ z ≤ π when both the cylinder and the slab have zero boundary temperatures
and initial temperatures unity.

(b) Using results inExample 1, Sec. 93, andExample 1, Sec. 39, show that the functions
v(ρ, t) and w(z, t) in part (a) are

v(ρ, t) = 2
∞ 
j=1

J0(α jρ)

α j J1(α j )
exp
 
−α2j kt

 
,

where J0(α j ) = 0 (α j > 0), and

w(z, t) = 4

π

∞ 
n=1

sin(2n− 1)z
2n− 1 exp[−(2n− 1)2kt] .

Suggestion: Start the proof in part (a) by assuming that if u(ρ, z, t) is a
product of any two functions v(ρ, t) and w(z, t), then

ut − k

 
uρρ +

1

ρ
uρ + uzz
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becomes

v (wt − kwzz)+ w

 
vt − k

 
vρρ +

1

ρ
vρ

  
whenever these expressions exist.

94. A TEMPERATURE PROBLEM
IN SHRUNKEN FITTINGS

We consider here a temperature problem in shrunken fittings involving a solid
cylinder ρ ≤ 1 at uniform initial temperatureA. A long hollow cylinder 1 ≤ ρ ≤ 2
of the same material and at uniform initial temperature B is tightly fitted over
the solid cylinder. The outer surface ρ = 2 of the second cylinder is then kept at
temperature B. (See Fig. 73, where a cross section of the two cylinders is shown.)

O 1 2

u ( , 0)   A

u ( , 0)   B

u(2, t)   B

y

x

FIGURE 73

The temperatures u(ρ, t) throughout the solid cylinder of radius 2 that is
formed must satisfy this boundary value problem:

ut = k

 
uρρ +

1

ρ
uρ

 
(0 < ρ < 2, t > 0),(1)

u(2, t) = B (t > 0),(2)

u(ρ, 0) =
 
A when 0 < ρ < 1,
B when 1 < ρ < 2.

(3)

The usual continuity conditions on u(ρ, t) and its derivatives are to be satisfied.
In particular, u(ρ, t) is to be continuous on the axis ρ = 0.

The fact that the boundary condition at ρ = 2 is nonhomogeneous reminds
us how a substitution similar to

u(ρ, t) = U(ρ, t)+ (ρ)(4)

wasfirst used inExample2, Sec. 39,where the rectangular coordinatex, rather than
the polar coordinate ρ, was used. Substituting expression (4) into the boundary
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value problem (1)–(3), we have

Ut = k

 
Uρρ +

1

ρ
Uρ

 
+ k

 
   + 1

ρ
  
 

(0 < ρ < 2, t > 0),(5)

and

U(2, t)+ (2) = B (t > 0),(6)

U(ρ, 0)+ (ρ) =
 
A when 0 < ρ < 1,
B when 1 < ρ < 2.

(7)

Hence, if

   + 1

ρ
  = 0 and  (2) = B,(8)

we have the new boundary value problem

Ut = k

 
Uρρ +

1

ρ
Uρ

 
(0 < ρ < 2, t > 0),(9)

U(2, t) = 0 (t > 0),(10)

U(ρ, 0) =
 
A− (ρ) when 0 < ρ < 1,
B− (ρ) when 1 < ρ < 2,

(11)

whose solution can be obtained by referring to Example 1 in Sec. 93, once the
function φ (ρ) satisfying conditions (8) is found.

The first of conditions (8) can be solved by writing it as the Cauchy-Euler
differential equation

ρ2   + ρ  + 0 = 0
and making the substitution ρ = exp s (see Problem 1, Sec. 44), which gives us

d2 

ds2
= 0.(12)

The general solution of equation (12) is, of course,  = C1s + C2 ; and, since
s = ln ρ, we find that

 (ρ) = C1 ln ρ + C2.

Because  (ρ) must be bounded when 0 < ρ < 2, the constant C1 must be zero.
Hence,  (ρ) = C2. By applying the second of conditions (8), we arrive at the
expression  (ρ) = B.

Now, according to Example 1 in Sec. 93,

U(ρ, t) =
∞ 
j=1

Aj J0(α jρ) exp(−α2j kt)(13)

where J0(2 α j ) = 0(α j > 0) and where the constants Aj are yet to be determined.
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Because  (ρ) = B, condition (11) becomes

U(ρ, 0) =
 
A− B when 0 < ρ < 1 ,
0 when 1 < ρ < 2 ;

and, according to expression (7), Sec. 93,

Aj =
A− B

2 [J1(2 α j )]2

 1

0

ρ J0(α jρ) dρ ( j = 1, 2, . . .).(14)

The integral here is readily evaluated by making the substitution s = α j ρ and
using the integration formula (Sec. 83) x

0

J0(s) ds = x J1(x).

More precisely,  1

0

ρ J0(α jρ) dρ = 1

α2j

 α j

0

s J0(s) ds =
J1(α j )

α j

.

Expression (14) then becomes

Aj =
A− B

2
· J1(α j )

α j [J1(2 α j )]2
( j = 1, 2, . . .).(15)

Substituting these values of Aj into series (13) and then recalling equation (4), we
arrive at the solution of the original boundary value problem:

u(ρ, t) = B+ A− B

2

∞ 
j=1

J1(α j )J0(α jρ)

α j [J1(2 α j )]2
exp(−α2j kt),(16)

where J0(2α j ) = 0(α j > 0).

95. INTERNALLY GENERATED HEAT

When the Fourier method cannot be directly applied to obtain solutions involving
Bessel functions, modifications of the method learned in earlier chapters can be
used, as in Sec. 94. The following example illustrates another modification that we
have already seen.

EXAMPLE. We suppose now that heat is generated at a constant rate per
unit volume in the cylinder in Sec. 93 and that the surface and initial temper-
atures are both zero. The temperatures u = u(ρ, t) must, therefore, satisfy the
conditions

ut = k

 
uρρ +

1

ρ
uρ

 
+ q0 (0 < ρ < c, t > 0),(1)

where q0 is a positive constant (Sec. 23), and

u(c, t) = 0, u(ρ, 0) = 0.(2)

The function u is, of course, required to be continuous in the cylinder.
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The differential equation (1) is nonhomogeneous because of the constant
term q0, and this suggests that we apply the method of variation of parameters,
first used in Sec. 42. To be specific, we know from Example 1, Sec. 93, that without
the term q0, the eigenfunctions

Rj = J0(α jρ) ( j = 1, 2, . . .),
where J0(α j c) = 0 (α j > 0), arise. So we seek a solution of the present boundary
value problem having the form

u(ρ, t) =
∞ 
j=1

Aj (t) J0(α jρ),(3)

where the α j are as just stated.
Substituting this series into equation (1) and noting how the representation

q0 =
2q0

c

∞ 
j=1

J0(α jρ)

α j J1(α j c)
(0 < ρ < c)

follows immediately from the one obtained in Example 1, Sec. 92, we find that if
series (3) is to satisfy equation (1), then

∞ 
j=1

A 
j (t) J0(α jρ) = k

∞ 
j=1

Aj (t)

 
d2

dρ2
J0(α jρ)+

1

ρ

d

dρ
J0(α jρ)

 

+
∞ 
j=1

2q0 J0(α jρ)

cα j J1(α j c)
.

But, according to Problem 8, Sec. 82,

d2

dρ2
J0(α jρ)+

1

ρ

d

dρ
J0(α jρ) = −α2j J0(α jρ).

Thus,

∞ 
j=1

 
A 
j (t)+ α2j k Aj (t)

 
J0(α jρ) =

∞ 
j=1

2q0

cα j J1(α j c)
J0(α jρ);

and by equating coefficients on each side of this equation, we arrive at the differ-
ential equation

A 
j (t)+ α2j k Aj (t) =

2q0

cα j J1(α j c)
( j = 1, 2, . . .).(4)

Furthermore, in view of the second of conditions (2),

∞ 
j=1

Aj (0) J0(α jρ) = 0 (0 < ρ < c).

Consequently,

Aj (0) = 0 ( j = 1, 2, . . .).(5)
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To solve the linear differential equation (4), we multiply each side by the
integrating factor

exp

  
α2j kdt

 
= exp α2j k t .

This enables us to write the differential equation as

d

dt

 
eα

2
j
kt Aj (t)

 
= 2q0

cα j J1(α j c)
eα

2
j
kt
.

After replacing t by τ here, we then integrate each side from τ = 0 to τ = t and
recall condition (5). The result is

eα
2
j
kt Aj (t) =

2q0

ckα3j J1(α j c)

 
eα

2
j
kt − 1 ,

or

Aj (t) =
2q0

ck
· 1− exp

 −α2j k t 
α3j J1(α j c)

( j = 1, 2, . . .).(6)

Finally, by substituting this expression for the coefficients Aj (t) into se-
ries (3), we arrive at the desired temperature formula:

u(ρ, t) = 2q0

ck

∞ 
j=1

1− exp −α2j k t 
α3j J1(α j c)

J0(α jρ),(7)

where J0(α j c) = 0 (α j > 0). Note how the summation formula

∞ 
j=1

J0(α jρ)

α3j J1(α j c)
= c

8
(c2 − ρ2) (0 < ρ < c)

[see Problem 3(b), Sec. 92] enables us to put solution (7) in the form

u(ρ, t) = q0

4k

⎡
⎣c2 − ρ2 − 8

c

∞ 
j=1

J0(α jρ) exp(−α2j kt)
α3j J1(α j c)

⎤
⎦ ,(8)

which can be more useful when t is large. [Compare with the last paragraph in
Example 2, Sec. 39.]

PROBLEMS

1. In the example in Sec. 95, suppose that the rate per unit volume at which heat is
internally generated is q(t), rather than simply q0. Derive the following generalization
of the solution (7) found in that example:

u(ρ, t) = 2

c

∞ 
j=1

J0(α jρ)

α j J1(α j c)

 t

0

q(τ ) exp
 
−α2j k(t − τ)

 
dτ,

where J0(α j c) = 0 (α j > 0).

2. Solve the temperature problem arising when the boundary conditions (2) and (3) in
Example 1, Sec. 93, are replaced by

u(c, t) = 1, u(ρ, 0) = 0.
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Do this bymaking the substitution u(ρ, t) = U(ρ, t)+ (ρ),where (ρ) is continuous
at ρ = 0, and referring to solution (6), with coefficients (7), in that earlier example.
Expansion (1) in Example 2, Sec. 92, will also be useful.

Answer: u(ρ, t) = 1− 2
c

∞ 
j=1

J0(α jρ)

α j J1(α j c)
exp
 
−α2j kt

 
,

where J0(α j c) = 0 (α j > 0).

3. Use the special case of Duhamel’s principle in Sec. 27 and the solution obtained in
Problem 2 to solve the temperature problem arising when the boundary condition
u(c, t) = 1 in that problem is replaced by u(c, t) = F(t), where F(0) = 0 and F(t) is
continuous and differentiable when t ≥ 0.

Answer: u(ρ, t) = 2k

c

∞ 
j=1

α j J0(α jρ)

J1(α j c)

 t

0

F(τ ) exp
 
−α2j k(t − τ)

 
dτ ,

where J0(α j c) = 0 (α j > 0).

4. Give a physical interpretation of the following boundary value problem for a function
u(ρ, t) (see the example in Sec. 95):

ut = uρρ +
1

ρ
uρ + q0 (0 < ρ < 1, t > 0),

uρ(1, t) = 0, u(ρ, 0) = aρ2,

where q0 and a are positive constants. Then, after pointing out why it is reasonable to
seek a solution of the form

u(ρ, t) = A1(t)+
∞ 
j=2

Aj (t) J0(α jρ),

whereα j ( j = 2, 3, . . .) are the positive roots of the equation J1(α j ) = 0, use themethod
of variation of parameters to actually find that solution.

Answer: u(ρ, t) = a

2
+ q0t + 4a

∞ 
j=2

J0(α jρ) exp
 
−α2j t
 

α2j J0(α j )
,

where the α j are as stated above.

5. Interpret this boundary value problem as a temperature problem in a cylinder
(see Sec. 26):

ut = uρρ +
1

ρ
uρ (0 < ρ < 1, t > 0),

uρ(1, t) = B, u(ρ, 0) = 0,

where B is a positive constant. Then, after making the substitution

u(ρ, t) = U(ρ, t)+ B

2
ρ2

to obtain a boundary value problem for U(ρ, t), refer to the solution in Problem 4 to
derive the temperature formula

u(ρ, t) = B

4

 
2ρ2 + 8t − 1− 8

∞ 
j=2

J0(α jρ) exp
 
−α2j t
 

α2j J0(α j )

 
,

where α j ( j = 2, 3, . . .) are the positive roots of the equation J1(α) = 0. [Note that the
substitution for u(ρ, t) made here is suggested by the fact that Uρ(1, t) = 0.]
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6. Solve the boundary value problem

uρρ +
1

ρ
uρ −

n2

ρ2
u+ uzz = 0 (0 < ρ < 1, z> 0),

u(1, z) = 0, u(ρ, 0) = ρn,
where u(ρ, z) is bounded and continuous for 0 ≤ ρ < 1, z> 0 and where n is a positive
integer. (When n = 0, this problem becomes the Dirichlet problem that was solved in
Problem 7, Sec. 93.)

Answer: u(ρ, z) = 2
∞ 
j=1

Jn(α jρ)

α j Jn+1(α j )
exp(−α j z), where Jn(α j ) = 0 (α j > 0).

7. Let the function u(ρ, φ, z) satisfy Poisson’s equation (Sec. 23) ∇2u + ay = 0, where
a is a constant, inside a semi-infinite half-cylinder 0 ≤ ρ ≤ 1, 0 ≤ φ ≤ π, z ≥ 0,
and suppose that u = 0 on the entire surface. The function u, which is assumed to be
bounded and continuous for 0 ≤ ρ < 1, 0 < φ < π, z > 0, thus satisfies the boundary
value problem

uρρ +
1

ρ
uρ +

1

ρ2
uφφ + uzz + aρ sinφ = 0 (0 < ρ < 1, 0 < φ < π, z> 0),

u(1, φ, z) = 0, u(ρ, φ, 0) = 0, u(ρ, 0, z) = u(ρ, π, z) = 0.
Use the following method to solve it.

(a) By writing u(ρ, φ, z) = a sinφv(ρ, z), reduce the stated problem to the one

vρρ +
1

ρ
vρ −

1

ρ2
v + vzz + ρ = 0 (0 < ρ < 1, z> 0),

v(1, z) = 0, v(ρ, 0) = 0
in v(ρ, z), where v is bounded and continuous for 0 ≤ ρ < 1, z> 0.

(b) Note that when n = 1, the solution in Problem 6 suggests that the method of
variation of parameters (see the example in Sec. 95) be used to seek a solution of
the form

v(ρ, z) =
∞ 
j=1

Aj (z) J1(α jρ),

where J1(α j ) = 0 (α j > 0), for the problem in part (a). Apply that method to
obtain the initial value problem

A  
j (z)− α2j Aj (z) = − 2

α j J2(α j )
, Aj (0) = 0

in ordinary differential equations. Then, by adding a particular solution of this
differential equation, which is a constant that is readily found by inspection, to the
general solution of the complementary equation A  

j (z) − α2j Aj (z) = 0 (compare
with Problem 2, Sec. 46), find v(ρ, z). Thus obtain the solution

u(ρ, φ, z) = 2a sinφ
∞ 
j=1

1− exp(−α j z)

α3j J2(α j )
J1(α jρ),

where J1(α j ) = 0 (α j > 0), of the original problem.

Suggestion: In obtaining the ordinary differential equation for Aj (z) in part (b),
one can write the needed Fourier-Bessel expansion for ρ by simply referring to the
expansion already found in Problem 7, Sec. 92. Also, it is necessary to observe how the
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identity

d2

dρ2
J1(α jρ)+

1

ρ

d

dρ
J1(α jρ)−

1

ρ2
J1(α jρ) = −α2j J1(α jρ)

follows immediately from the differential equation in that problem.

96. TEMPERATURES IN A LONG
CYLINDRICALWEDGE

As illustrated in Problem 1, Sec. 48, some temperature problems have solutions
involvingdoubleFourier series. In this section,we consider a temperatureproblem
whose solution involves two series, one of which is a Fourier sine series and the
other a Fourier-Bessel series.

EXAMPLE. Using cylindrical coordinates, we derive here an expression
for temperatures u(ρ, φ, t) in the long right-angled cylindrical wedge formed by
the surface ρ = 1 and the planes φ = 0 and φ = π/2 when u = 0 on its entire
surface and u = f (ρ, φ) at time t = 0. By referring to expression (2), Sec. 24,
for the laplacian ∇2u and writing uzz = 0 in that expression, we have the heat
equation

ut = k

 
uρρ +

1

ρ
uρ +

1

ρ2
uφφ

  
0 < ρ < 1, 0 < φ <

π

2
, t > 0

 
.(1)

The boundary conditions are, of course,

u(1, φ, t) = 0,(2)

u(ρ, 0, t) = 0, u(ρ, π/2, t) = 0,(3)

u(ρ, φ, 0) = f (ρ, φ),(4)

where it is understood that u(ρ, φ, t) is to be continuous throughout.
Upon substituting the product u = R(ρ)  (φ) T(t) into equation (1), we see

that

T  

kT
= R  

R
+ R 

ρR
+    

ρ2 
= −λ,(5)

where −λ is a separation constant. Separation of variables in the second of equa-
tions (5) now tells us that

   

 
= −
 
ρ2R  

R
+ ρR 

R
+ λρ2

 
= −μ,

where −μ is another separation constant. It now follows that if u = R T satis-
fies all of the homogeneous conditions (1)–(3), the following conditions must be
satisfied:

ρ2R  (ρ)+ ρR (ρ)+ (λρ2 − μ)R(ρ) = 0, R(1) = 0,(6)

   (φ)+ μ (φ) = 0,  (0) = 0,  (π/2) = 0.(7)
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Equations (5) tell us, moreover, that

T  (t)+ λkT(t) = 0.(8)

According to Sec. 35, conditions (7) make up a Sturm-Liouville problem
whose solutions are

μn = (2n)2,  n(ρ) = sin 2nφ (n = 1, 2, . . .).
Conditions (6) then become the singular Sturm-Liouville problem

ρ2R  (ρ)+ ρR (ρ)+ [λ ρ2 − (2n)2]R(ρ) = 0, R(1) = 0 ;
and case (a) of Theorem 2 in Sec. 88 tells us that for each positive integer n,

λnj = α2nj , Rnj (ρ) = J2n(αnjρ) ( j = 1, 2, . . .),
where αnj are the positive roots of the equation J2n(α) = 0. When λ = λnj ,

equation (8) becomes

T (t)+ α2njkT(t) = 0 ;
and, except for constant factors,

Tnj = exp(−α2njkt).
Then

Rnj nTnj = J2n(αnjρ) sin 2nφ exp(−α2njkt),
and the principle of superposition enables us to write

u(ρ, φ, t) =
∞ 
n=1

∞ 
j=1

Bnj J2n(αnjρ) sin 2nφ exp(−α2njkt).(9)

Now the nonhomogeneous condition (4) requires that

f (ρ, φ) =
∞ 
n=1

∞ 
j=1

Bnj J2n(αnjρ) sin 2nφ,

or

f (ρ, φ) =
∞ 
n=1

⎡
⎣ ∞ 

j=1
Bnj J2n(αnjρ)

⎤
⎦ sin 2nφ  

0 < φ <
π

2

 
.(10)

Whenρ is fixed, series (10) is aFourier sine series on0 < φ < π/2 ,with coefficients

∞ 
j=1

Bnj J2n(αnjρ) =
4

π

 π/2

0

f (ρ, φ) sin 2nφ dφ.

Inasmuch as the series on the left here is a Fourier-Bessel series, we need only
refer to case (a) of Theorem 2 in Sec. 91 to see that

Bnj =
2

[J2n+1(αnj )]2

 1

0

ρ

 
4

π

 π/2

0

f (ρ, φ) sin 2nφ dφ

 
J2n(αnjρ) dρ.
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That is,

Bnj =
8

π [J2n+1(αnj )]2

 1

0

ρ J2n(αnjρ)

 π/2

0

f (ρ, φ) sin 2nφ dφ dρ.(11)

The formal solution of our boundary value problem is, therefore, series (9) with
coefficients (11), where, for each positive integer n, the numbers αnj ( j = 1, 2, . . .)
are the positive roots of the equation J2n(α) = 0.

97. VIBRATION OF A CIRCULAR
MEMBRANE

Fourier-Bessel series and double series involving them can arise in vibration prob-
lems, as illustrated in the following example.

EXAMPLE. A membrane, stretched over a fixed circular frame ρ = c in
the plane z = 0, is given an initial displacement z= f (ρ, φ) and released at rest
from that position. The transverse displacements z(ρ, φ, t), where ρ, φ, and z are
cylindrical coordinates, satisfy this boundary value problem:

ztt = a2
 
zρρ +

1

ρ
zρ +

1

ρ2
zφφ

 
,(1)

z(c, φ, t) = 0 (−π ≤ φ ≤ π, t ≥ 0),(2)

z(ρ, φ, 0) = f (ρ, φ), zt (ρ, φ, 0) = 0 (0 ≤ ρ ≤ c,−π ≤ φ ≤ π),(3)

where z(ρ, φ, t) is periodic with period 2π in the variable φ and is also continuous.
A function z= R(ρ) (φ)T(t) satisfies equation (1) if

T   

a2T
= R   

R
+ R  

ρR
+    

ρ2 
= −λ,(4)

where −λ is a separation constant. We separate variables again, this time in the
second of equations (4), and write

   

 
= −

 
ρ2R  

R
+ ρR 

R
+ λρ2

 
= −μ,

where −μ is another separation constant. Evidently, then, the product R T sat-
isfies the homogeneous conditions in our boundary value problem and has the
necessary periodicity with respect to φ if R and  are eigenfunctions of the
Sturm-Liouville problems

ρ2R   (ρ)+ ρR  (ρ)+ (λρ2 − μ)R(ρ) = 0, R(c) = 0,(5)

   (φ)+ μ (φ) = 0,  (−π) =  (π),   (−π) =   (π)(6)

and T is such that

T   (t)+ λa2T(t) = 0, T  (0) = 0.(7)

We know from Sec. 49 that problem (6) has eigenvalues

μ0 = 0, μn = n2 (n = 1, 2, . . .)
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and corresponding eigenfunctions

 0(φ) = 1,  n(φ) = An cos nφ + Bn sin nφ (n = 1, 2, . . .),
where An and Bn are arbitrary constants. After noting that problem (5) reduces to

ρR  (ρ)+ R (ρ)+ λ ρR(ρ) = 0, R(c) = 0
when μ = μ0 = 0 and that case (a) in Theorem 1, Sec. 88, can be combined with
case (a) in Theorem 2 of that section, we find that the eigenvalues of problem (5)
are

λ0 j = α20 j , λnj = α2nj ( j = 1, 2, . . .)
for each positive integer n, where αnj are the positive roots of the equations

Jn(αc) = 0 (n = 0, 1, 2, . . .).
The corresponding eigenfunctions are

R0 j = J0(α0 jρ), Rnj = J0(αnjρ) ( j = 1, 2, . . .).
Also,

T0 j (t) = 1 and Tnj (t) = cosαnjat.
The products R T are now seen to be

R0 j 0T0 j = J0(α0 jρ) cosα0 j at ( j = 1, 2, . . .)
and, when n = 1, 2, . . . ,

Rnj nTnj = Jn(αnjρ)(An cos nφ + Bn sin nφ) cosαnjat ( j = 1, 2, . . .).
The generalized linear combination

z(ρ, φ, t) =
∞ 
j=1

A0 j J0(α0 jρ) cosα0 j at(8)

+
∞ 
n=1

∞ 
j=1

Jn(αnjρ)(Anj cos nφ + Bnj sin nφ) cosαnjat

of these products formally satisfies all of the homogeneous conditions. Observe
that when n = 1, 2, . . . and the products Rnj nTnj are multiplied by arbitrary con-
stants, those constants are absorbed into the An and Bn but that the resulting con-
stants involve the index j . [Comparewith the remark immediately following equa-
tion (11) in Sec. 49.] Expression (8) also satisfies the nonhomogeneous condition,
which is the first of conditions (3), if the constants A0 j , Anj , and Bnj are such that

f (ρ, φ) = 1

2

⎡
⎣ ∞ 

j=1
2A0 j J0(α0 jρ)

⎤
⎦(9)

+
∞ 
n=1

  ∞ 
j=1

Anj Jn(αnjρ)

 
cos nφ +

 ∞ 
j=1

Bnj Jn(αnjρ)

 
sin nφ

 

when 0 ≤ ρ ≤ c,−π ≤ φ ≤ π .
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For each fixed value of ρ, series (9) is the Fourier series for f (ρ, φ) on the
interval −π ≤ φ ≤ π if

∞ 
j=1
2A0 j J0(α0 jρ) =

1

π

 π

−π
f (ρ, φ)dφ

and
∞ 
j=1

Anj Jn(αnjρ) =
1

π

 π

−π
f (ρ, φ) cos nφ dφ (n = 1, 2, . . .),

∞ 
j=1

Bnj Jn(αnjρ) =
1

π

 π

−π
f (ρ, φ) sin nφ dφ (n = 1, 2, . . .).

The series on the left-hand side of each of these three equations is the Fourier-
Bessel series representation, on the interval 0<ρ < c, of the corresponding func-
tion of ρ on the right-hand side. Specifically, case (a) in Theorems 1 and 2 in Sec. 91
tells us that

A0 j =
1

πc2[J1(α0 j c)]2

 c

0

ρ J0(α0 jρ)

 π

−π
f (ρ, φ)dφ dρ(10)

and

Anj =
2

πc2[Jn+1(αnj c)]2

 c

0

ρ Jn(αnjρ)

 π

−π
f (ρ, φ) cos nφ dφ dρ,(11)

Bnj =
2

πc2[Jn+1(αnj c)]2

 c

0

ρ Jn(αnjρ)

 π

−π
f (ρ, φ) sin nφ dφ dρ(12)

when n = 1, 2, . . ..
The displacements z(ρ, φ, t) are, then, given by equation (8) when the coeffi-

cients have the values (10), (11), and (12).Weassume, of course, that the function f

is such that the series in expression (8) has adequate properties of convergence
and differentiability.

PROBLEMS

1. The iterated integral (11) in Sec. 96 can be written with the order of integration
reversed as

Bnj =
8

π [J2n+1(αnj )]2

 π/2

0

sin 2nφ

 1

0

ρ f (ρ, φ) J2n(αnjρ) dρ dφ.

Obtain this expression for Bnj by writing equation (10), Sec. 96, as

f (ρ, φ) =
∞ 
j=1

 ∞ 
n=1

Bnj sin 2nφ

 
J2n(αnjρ) (0 < ρ < 1)

and using case (a) of Theorem 2 in Sec. 91 first.

2. Solve the boundary value problem in the example in Sec. 96 when the entire surface
of the wedge is insulated, instead of being kept at temperature zero.
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3. Derive the following expression for the temperatures u(ρ, φ, t) in an infinite cylinder
ρ ≤ 1 when u = 0 on the surface ρ = 1 and u = f (ρ, φ) at time t = 0:

u(ρ, φ, t) =
∞ 
j=1

A0 j J0(α0 jρ) exp
 
−α20 j kt

 

+
∞ 
n=1

∞ 
j=1

Jn(αnjρ)(Anj cos nφ + Bnj sin nφ) exp
 
−α2njk t

 
,

where αnj ( j = 1, 2, . . .) are the positive roots of the equations

Jn(α ) = 0 (n = 0, 1, 2, . . .)

and

A0 j =
1

π [J1(α0 j )]2

 1

0

ρ J0(α0 jρ)

 π

−π
f (ρ, φ)dφ dρ,

Anj =
2

π [Jn+1(αnj )]2

 1

0

ρ Jn(αnjρ)

 π

−π
f (ρ, φ) cos nφ dφ dρ (n = 1, 2, . . .),

Bnj =
2

π [Jn+1(αnj )]2

 1

0

ρ Jn(αnjρ)

 π

−π
f (ρ, φ) sin nφ dφ dρ (n = 1, 2, . . .).

These iterated integrals can, of course, bewrittenwith theorder of integration reversed.
(See Problem 1.)

4. Show that if the plane φ = π/2 in the example in Sec. 96 is replaced by a plane
φ = φ0, the expression for the temperatures in the wedge will, in general, involve
Bessel functions Jν of nonintegral orders.

5. Suppose that in Sec. 97 the initial displacement function f (ρ, φ) is a linear combination
of a finite number of the functions

J0(α0 jρ) and Jn(αnjρ) cos nφ, Jn(αnjρ) sin nφ (n = 1, 2, . . .).

Point out why the iterated series in expression (8) of that section then contains only
a finite number of terms and represents a rigorous solution of the boundary value
problem.

6. Let the initial displacement of the membrane in Sec. 97 be f (ρ), a function of ρ only,
and derive this expression for the displacements when t > 0:

z(ρ, t) = 2

c2

∞ 
j=1

J0(α jρ) cosα j at

[J1(α j c)]2

 c

0

s f (s)J0(α j s) ds,

where α j are the positive roots of the equation J0(αc) = 0.
7. Show that if the initial displacement of themembrane in Sec. 97 is AJ0(αkρ), where A is
a constant and αk is some positive root of the equation J0(αc) = 0, then the subsequent
displacements are simply

z(ρ, t) = AJ0(αkρ) cosαkat.

Observe that these displacements are all periodic in t with a common period; thus the
membrane gives a musical note.

8. Replace the initial conditions (3), Sec. 97, by the conditions that z= 0 and zt = 1 when
t = 0. This is the case if the membrane and its frame are moving with unit velocity



SEC. 97 VIBRATION OF A CIRCULARMEMBRANE 325

in the z direction and the frame is brought to rest at the instant t = 0. Derive the
expression

z(ρ, t) = 2

ac

∞ 
j=1

sinα j at

α2j J1(α j c)
J0(α jρ),

where α j are the positive roots of the equation J0(αc) = 0, for the displacements when
t > 0.

9. Suppose that the damped transverse displacements z(ρ, t) in a membrane, stretched
over a circular frame, satisfy the conditions

ztt = zρρ +
1

ρ
zρ − 2bzt (0 < ρ < 1, t > 0),

z(1, t) = 0, z(ρ, 0) = 0, zt (ρ, 0) = v0.
The constant coefficient of damping 2b is such that 0 < b < α1, where α1 is the smallest
of the positive zeros of J0(α). Derive the solution

z(ρ, t) = 2v0 e−bt
∞ 
j=1

J0(α jρ)

α j J1(α j )
·
sin
 
t
 
α2j − b2

 
 
α2j − b2

,

where J0(α j ) = 0 (α j > 0), of this boundary value problem.



CHAPTER

10
LEGENDRE
POLYNOMIALS
AND
APPLICATIONS

As we shall see later in this chapter (Secs. 107 and 108), an application of the
method of separation of variables to Laplace’s equation in the spherical coordi-
nates r and θ leads, after the substitution x = cos θ is made, toLegendre’s equation

[(1− x2)y (x)] + λy(x) = 0,(1)

where λ is a separation constant. The points x = 1 and x = −1 correspond to
θ = 0 and θ = π, respectively, and we begin the chapter by using series to discover
solutions of equation (1).

98. SOLUTIONS OF LEGENDRE’S
EQUATION

To solve Legendre’s equation, we write it as

(1− x2)y  (x)− 2xy (x)+ λy(x) = 0(1)

and observe that, in standard form, it is a special case of

y  (x)+ P(x)y (x)+ Q(x)y(x) = 0,
where each of the functions

P(x) = −2x
1− x2

and Q(x) = λ

1− x2

has a Maclaurin series representation with positive radius of convergence. Thus
x = 0 is an ordinary point of the differential equation (1), and we seek a solution
326
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of the form†

y =
∞ 
j=0

aj x
j ,(2)

where the series is assumed to be differentiable.
Writing

y =
∞ 
j=0

ja j x
j−1 and y  =

∞ 
j=0

j ( j − 1)a j x j−2

and then substituting series (2) and these two derivatives into equation (1), we
have

∞ 
j=0

j ( j − 1)a j x j−2 −
∞ 
j=0

j ( j − 1)a j x j −
∞ 
j=0
2 ja j x

j +
∞ 
j=0
λa j x

j = 0,

which is the same as
∞ 
j=0

j ( j − 1)aj x j−2 −
∞ 
j=0
[ j ( j − 1)+ 2 j − λ]aj x j = 0.

Since the first two terms in the first series here are actually zero and since

j ( j − 1)+ 2 j = j ( j + 1)
in the second series, we may write

∞ 
j=2

j ( j − 1)aj x j−2 −
∞ 
j=0
[ j ( j + 1)− λ]aj x j = 0.

Finally, by putting the second of these two series in the form

∞ 
j=2
[( j − 2)( j − 1)− λ]aj−2x j−2,

we arrive at the equation

∞ 
j=2

{ j ( j − 1)aj − [( j − 2)( j − 1)− λ]aj−2}x j−2 = 0,(3)

involving a single series.
Equation (3) is an identity in x if the coefficients aj satisfy the recurrence

relation

aj =
( j − 2)( j − 1)− λ

j ( j − 1) aj−2 ( j = 2, 3, . . .).(4)

The power series (2) thus represents a solution of Legendre’s equation within its
interval of convergence if its coefficients satisfy relation (4). This leaves a0 and a1
as arbitrary constants.

†For a discussion of ordinary points and a justification for this, see, for example, the books referred to

in the footnote Sec. 81.
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If a1= 0, it follows from relation (4) that a3 = a5 = · · · = 0. Thus, one
nontrivial solution of Legendre’s equation, containing only even powers of x, is

y1 = a0 +
∞ 
k=1

a2kx
2k (a0  = 0),(5)

where a0 is an arbitrary nonzero constant and where the remaining coefficients
a2, a4, . . . are expressed in terms of a0 by successive applications of relation (4).
(See Problem 4, Sec. 99.) Another solution, containing only odd powers of x, is
obtained by writing a0 = 0 and letting a1 be arbitrary. More precisely, the series

y2 = a1x +
∞ 
k=1

a2k+1x2k+1 (a1  = 0)(6)

satisfies Legendre’s equation for any nonzero value of a1 when a3, a5, . . . are writ-
ten in terms of a1 in accordance with relation (4). These two solutions are, of
course, linearly independent since they are not constant multiples of each other.

From relation (4), it is clear that the value of λ affects the values of all
but the first coefficients in series (5) and (6). As we shall see in Sec. 99, there
are certain values of λ that cause series (5) and (6) to terminate and become
polynomials. Assuming for the moment that series (5) does not terminate, we
note from relation (4), with j = 2k, that

lim
k→∞

    a2(k+1)x2(k+1)a2kx2k

    = lim
k→∞

    2k(2k+ 1)− λ(2k+ 2)(2k+ 1)x
2

    = x2.

So, according to the ratio and absolute convergence tests, series (5) converges
when x2 < 1 and diverges when x2 > 1. Although it is somewhat more difficult to
show, series (5) diverges when x = ±1.†

Similar arguments apply to series (6). In summary, then, if λ is such that

either of the series (5) or (6) does not terminate and become a polynomial, that

series converges only when −1 < x < 1.

99. LEGENDRE POLYNOMIALS

When Legendre’s equation

(1− x2)y  (x)− 2xy (x)+ λy(x) = 0
arises in the applications, it will be necessary to have a solution which, along with
its derivative, is continuous on the closed interval−1 ≤ x ≤ 1. But we know from
Sec. 98 that unless it terminates, neither of the series solutions

y1 = a0 +
∞ 
k=1

a2kx
2k (a0  = 0),(1)

y2 = a1x +
∞ 
k=1

a2k+1x2k+1 (a1  = 0)(2)

obtained there satisfies those continuity conditions.

†See, for instance, the book by Bell (2004), listed in the Bibliography.
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Suppose now that the parameter λ in Legendre’s equation has one of the
integral values

λ = n(n+ 1) (n = 0, 1, 2, . . .),(3)

and then rewrite the recurrence relation (4) in Sec. 98 as

aj+2 =
j ( j + 1)− n(n+ 1)
( j + 2)( j + 1) aj ( j = 0, 1, 2, . . .).(4)

Note how it follows from relation (4) here that

an+2 = an+4 = an+6 = · · · = 0.
Consequently, one of the solutions (1) and (2) is actually a polynomial,when λ has
one of the values (3).

We now examine that polynomial, first when n is even and then when n is
odd.

(i) n is even
If n = 0, relation (4) tells us that

a2 = a4 = a6 = · · · = 0;
and series (1) becomes simply y1= a0.Moreover, ifn is anyoneof the even integers
2, 4, 6, . . . , that series is evidently a polynomial of degree n:

y1 = a0 + a2x
2 + · · · + anx

n (an  = 0).(5)

Observe that series (2) remains an infinite series when n is even.
If n is even, it is customary to assign a value to a0 such that when the coef-

ficients a2, . . . , an in expression (5) are determined by means of relation (4), the
final coefficient an has the value

an =
(2n)!

2n(n!)2
.(6)

The reason for this requirement is that the polynomial (5) will then have the value
unity when x = 1, as will be shown in Sec. 101. The precise value of a0 that is
needed is not important to us here. Using the convention that 0! = 1, we note that
a0 = 1 if n = 0. In that case, y1 = 1.
(ii) n is odd
If n = 1, we find from relation (4) that y2 = a1x, since

a3 = a5 = a7 = · · · = 0;
and if n is any one of the odd integers 3, 5, 7, . . . , series (2) becomes

y2 = a1x + a3x
3 + · · · + anx

n (an  = 0).(7)

Observe that when n is odd, series (1) continues to be an infinite series.
When n is odd, we choose a1 so that the final coefficient in expression (7) is

also given by equation (6). The reason for this choice is similar to the one above
regarding the value assigned to a0. Note that y2 = x if n = 1, since a1 = 1 for that
value of n.
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When n = 2, 3, . . . , relation (4) can be used to write all of the coefficients
that precede an in expressions (5) and (7) in terms of an. To accomplish this, we first
observe that the numerator on the right-hand side of relation (4) can be written

j ( j + 1)− n(n+ 1) = −[(n2 − j2)+ (n− j)] = −(n− j)(n+ j + 1).
We then solve for a j . The result is

aj = − ( j + 2)( j + 1)
(n− j)(n+ j + 1) aj+2.(8)

To express an−2k in terms of an, we now use relation (8) to write the following k
equations:

an−2 = − (n)(n− 1)
(2)(2n− 1) an,

an−4 = − (n− 2)(n− 3)
(4)(2n− 3) an−2,

...

an−2k = − (n− 2k+ 2)(n− 2k+ 1)
(2k)(2n− 2k+ 1) an−2k+2.

Equating the product of the left-hand sides of these equations to the product of
their right-hand sides and then canceling the common factors

an−2, an−4, . . . , an−2k+2

on each side of the resulting equation, we find that

an−2k =
(−1)k
2kk!

· n(n− 1) · · · (n− 2k+ 1)
(2n− 1)(2n− 3) · · · (2n− 2k+ 1) an.(9)

Then, upon substituting expression (6) for an into equation (9) and combining
various terms into the appropriate factorials (see Problem 1), we arrive at the
desired expression:

an−2k =
1

2n
· (−1)

k

k!
· (2n− 2k)!
(n− 2k)!(n− k)!

.(10)

As usual, 0! = 1.
In view of equation (10), the polynomials (5) and (7), when the nonzero

constants a0 and a1 are such that an has the values (6), can be written

Pn(x) =
1

2n

m 
k=0

(−1)k
k!

· (2n− 2k)!
(n− 2k)!(n− k)!

xn−2k (n = 0, 1, 2, . . .),(11)

where

m=
 
n/2 if n is even,
(n− 1)/2 if n is odd.

Another expression for Pn(x) will be given in Sec. 101. Note that since Pn(x) is
a polynomial containing only even powers of x if n is even and only odd powers
if n is odd, it is an even or an odd function, depending on whether n is even
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or odd; that is,

Pn(−x) = (−1)nPn(x) (n = 0, 1, 2, . . .).(12)

The polynomial Pn(x) is called theLegendre polynomial of degree n. For the
first several values of n, expression (11) becomes (see Fig. 74)

P0(x) = 1, P1(x) = x,

P2(x) =
1

2
(3x2 − 1), P3(x) =

1

2
(5x3 − 3x),

P4(x) =
1

8
(35x4 − 30x2 + 3), P5(x) =

1

8
(63x5 − 70x3 + 15x).

Observe that the value of each of these six polynomials is unity when x= 1, as an-
ticipated. Also, the polynomials P0(x), P2(x), and P4(x) contain only even powers
of x, while P1(x), P3(x), and P5(x) contain only odd powers.

⫺1

1

n ⫽ 3

x

n ⫽ 2
n ⫽ 1

n ⫽ 0

Pn(x)

⫺1

1

FIGURE 74

We have just seen that Legendre’s equation

(1− x2)y  (x)− 2xy (x)+ n(n+ 1)y(x) = 0 (n = 0, 1, 2, . . .)(13)

always has the polynomial solution y= Pn(x), which is solution (5) (n even) or
solution (7) (n odd) when appropriate values are assigned to the arbitrary con-
stants a0 and a1 in those solutions. Details regarding the standard form of the
accompanying series solution, which is denoted by Qn(x) and is called aLegendre
function of the second kind, are left to the problems. We, of course, know from
the statement in italics at the end of Sec. 98 that the series representing Qn(x)

is convergent only when −1 < x < 1. It will, however, be sufficient for us to
know that Qn(x) and Q

 
n(x) fail to be a pair of continuous functions on the closed

interval −1 ≤ x ≤ 1 (Problem 12, Sec. 105). Since Pn(x) and Qn(x) are linearly
independent, the general solution of equation (13) is

y = C1 Pn(x)+ C2 Qn(x),(14)

where C1 and C2 are arbitrary constants.
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PROBLEMS

1. Give details showing how expression (10) in Sec. 99 for the coefficients an−2k in the
Legendre polynomials is obtained from equations (6) and (9) there.

Suggestion: Observe that the factorials in equation (6), Sec. 99, can be written

(2n)! = (2n)(2n− 1)(2n− 2) · · · (2n− 2k+ 1)(2n− 2k)!,
n! = n(n− 1) · · · (n− 2k+ 1)(n− 2k)!,
n! = n(n− 1) · · · (n− k+ 1)(n− k)!.

2. With the aid of expression (11), Sec. 99, for Pn(x), show that when n = 2, 3, . . . , the
constants a0 and a1 in equations (5) and (7) in that section must have the following
values in order for the final constant an to have the value specified in equation (6) there:

a0 = (−1)n/2
(1)(3)(5) · · · (n− 1)
(2)(4)(6) · · · (n) (n = 2, 4, . . .),

a1 = (−1)(n−1)/2
(1)(3)(5) · · · (n)

(2)(4)(6) · · · (n− 1) (n = 3, 5, . . .).

3. Establish these properties of Legendre polynomials, where n = 0, 1, 2, . . . :

(a) P2n(0) = (−1)n
(2n)!

22n(n!)2
; (b) P 

2n(0) = 0;

(c) P2n+1(0) = 0; (d) P 
2n+1(0) = (2n+ 1)P2n(0).

Suggestion: For parts (a) and (d), refer to Problem 2.

4. Legendre’s equation (1), Sec. 98, is often written

(1− x2)y  (x)− 2xy (x)+ ν(ν + 1)y(x) = 0,
where ν is an unrestricted complex number. Show that when λ = ν(ν + 1), recurrence
relation (4), Sec. 98, can be put in the form

aj = − (ν − j + 2)(ν + j − 1)
j ( j − 1) aj−2 ( j = 2, 3, . . .).

Then, by proceeding as we did in solving Bessel’s equation (Sec. 81), use this relation
to obtain the following linearly independent solutions of Legendre’s equation:

y1 = a0

 
1+

∞ 
k=1
(−1)k

· [ν(ν − 2) · · · (ν − 2k+ 2)][(ν + 1)(ν + 3) · · · (ν + 2k− 1)]
(2k)!

x2k

 
,

y2 = a1

 
x +

∞ 
k=1
(−1)k

· [(ν − 1)(ν − 3) · · · (ν − 2k+ 1)][(ν + 2)(ν + 4) · · · (ν + 2k)]
(2k+ 1)! x2k+1

 
,

where a0 and a1 are arbitrary nonzero constants. (These two series converge when
−1 < x < 1, according to Sec. 98.)

5. Show that if ν is the complex number

ν = −1
2
+ iα (α > 0),
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Legendre’s equation in Problem 4 becomes

(1− x2)y  (x)− 2xy (x)−
 
1

4
+ α2

 
y(x) = 0.

Then show how it follows from the solutions obtained in Problem 4 that the functions

pα(x) = 1+
∞ 
k=1

 
α2 +

 
1

2

 2  
α2 +

 
5

2

 2 
· · ·

 
α2 +

 
4k− 3
2

 2 
x2k

(2k)!
,

qα(x) = x +
∞ 
k=1

 
α2 +

 
3

2

 2  
α2 +

 
7

2

 2 
· · ·

 
α2 +

 
4k− 1
2

 2 
x2k+1

(2k+ 1)!

are linearly independent solutions of this differential equation, valid on the interval
−1< x< 1. These particular Legendre functions arise in certain boundary value prob-
lems in regions bounded by cones.

6. Note that the solutions y1 and y2 obtained in Problem 4 are solutions (5) and (6) in
Sec. 98 when λ = ν(ν+ 1). They remain infinite series when ν = n = 1, 3, 5, . . . and
ν = n = 0, 2, 4, . . . , respectively. When ν = n = 2m (m = 0, 1, 2, . . .), the Legendre
function Qn of the second kind is defined as y2, where

a1 =
(−1)m 22m (m!)2

(2m)!
;

and when ν = n = 2m+ 1 (m= 0, 1, 2, . . .),Qn is defined as y1, where

a0 = − (−1)
m 22m (m!)2

(2m+ 1)! .

Using the fact that

ln
1+ x

1− x
= 2

∞ 
k=0

x2k+1

2k+ 1 (−1 < x < 1),

show that

Q0(x) =
1

2
ln
1+ x

1− x
and Q1(x) =

x

2
ln
1+ x

1− x
− 1 = xQ0(x)− 1.

100. RODRIGUES’ FORMULA

Expression (11), Sec. 99, tells us that

Pn(x) =
1

2n

m 
k=0

(−1)k
k!

· (2n− 2k)!
(n− 2k)!(n− k)!

xn−2k (n = 0, 1, 2, . . .),

where

m=
 
n/2 if n is even,

(n− 1)/2 if n is odd.

That is,

Pn(x) =
1

2nn!

m 
k=0
(−1)k n!

(n− k)!k!
· (2n− 2k)!
(n− 2k)! x

n−2k (n = 0, 1, 2, . . .).(1)
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Since

dn

dxn
x2n−2k = (2n− 2k)!

(n− 2k)! x
n−2k (0 ≤ k≤ m)

and because of the linearity of the differential operator dn/dxn, expression (1) can
be written

Pn(x) =
1

2nn!

dn

dxn

 
m 
k=0

n!

(n− k)!k!

 
x2
 n−k

(−1)k
 
.(2)

The powers of x in the sum here evidently decrease in steps of 2 as the index
k increases; and the lowest power is 2n − 2m, which is n if n is even and n + 1
if n is odd. The sum can actually be extended so that k ranges from 0 to n. This
is because the additional polynomial that is introduced is of degree less than n,
and its nth derivative is, therefore, zero. Since the resulting sum is the binomial
expansion of (x2 − 1)n, it follows from equation (2) that

Pn(x) =
1

2nn!

dn

dxn
(x2 − 1)n (n = 0, 1, 2, . . .).(3)

This is Rodrigues’ formula for the Legendre polynomials.
Varioususeful properties ofLegendrepolynomials are readily obtained from

Rodrigues’ formula with the aid of Leibnitz’ rule for the nth derivative of the
product of two functions (Problem 2, Sec. 102):

Dn( fg) =
n 

k=0

n!

(n− k)!k!
(Dn−k f )(Dkg),(4)

where it is understood that all of the required derivatives exist and that the zero-
order derivative of a function is the function itself.

EXAMPLE 1. If we write u = x2 − 1, so that
un = (x2 − 1)n = (x − 1)n(x + 1)n,

it follows from Leibnitz’ rule that

Dnun =
n 

k=0

n!

(n− k)!k!
[Dn−k(x − 1)n][Dk(x + 1)n].

Now the first term in this sum is

[Dn(x − 1)n][D0(x + 1)n] = n!(x + 1)n,
and the remaining terms all contain the factor (x − 1) to some positive power.
Hence the value of the sum when x = 1 is n!2n, and it follows from Rodrigues’
formula (3) that

Pn(1) = 1 (n = 0, 1, 2, . . .).(5)

Observe how it follows from this and the relation

Pn(−x) = (−1)nPn(x) (n = 0, 1, 2, . . .),
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obtained in Sec. 99, that

Pn(−1) = (−1)n (n = 0, 1, 2, . . .).(6)

EXAMPLE 2. We turn now to the derivation of an important recurrence
relation,

(n+ 1)Pn+1(x)+ nPn−1(x) = (2n+ 1)xPn(x) (n = 1, 2, . . .),(7)

which is to be used in Sec. 104.
Our derivation is based on the following two identities, where u = x2 − 1:

Dun+1 = D(x2 − 1)n+1 = 2(n+ 1)xun (n = 0, 1, 2, . . .),(8)

D2un+1 = 2(n+ 1)[(2n+ 1)un + 2nun−1] (n = 0, 1, 2, . . .).(9)

Identity (8) is obvious and enables us to write

D(Dun+1) = 2(n+ 1)(un + xDun)

= 2(n+ 1)(un + 2nx2un−1)
= 2(n+ 1)[un + 2n(x2 − 1)un−1 + 2nun−1],

which is the same as identity (9).
We start by using Rodrigues’ formula (3) to write

Pn+1(x) =
Dn−1(D2un+1)
2n+1(n+ 1)! .

In view or expression (9), this tells us that

Pn+1(x) =
(2n+ 1)Dn−1un + 2nDn−1un−1

2nn!
.

Referring to Rodrigues’ formula once again, we have

Dn−1un−1 = 2n−1(n− 1)!Pn−1(x);
and so it follows that

Pn+1(x) =
(2n+ 1)Dn−1un + 2nn!Pn−1(x)

2nn!
.

That is,

Pn+1(x)− Pn−1(x)
2n+ 1 = Dn−1un

2nn!
.(10)

On the other hand, we see from Rodrigues’ formula (3) and expression (8)
that

Pn+1(x) =
Dn(Dun+1)
2n+1(n+ 1)! =

Dn(xun)

2nn!
= Dn(unx)

2nn!
.

Inasmuch as the first two terms of Leibnitz’ rule (4) are

Dn( fg) = (Dn f )g + n(Dn−1 f )(Dg)+ · · · ,
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this yields

Pn+1(x) =
xDnun + nDn−1un

2nn!
.

Because

Dnun = 2nn!Pn(x),(11)

then,

Pn+1(x)− xPn(x)

n
= Dn−1un

2nn!
.(12)

Finally, by equating the left-hand sides of equations (10) and (12), we arrive
at recurrence relation (7). Note, too, that the relation

P  
n+1(x)− P  

n−1(x) = (2n+ 1)Pn(x) (n = 1, 2, . . .)(13)

is an immediate consequence of equations (10) and (11).

101. LAPLACE’S INTEGRAL FORM

We recall having a useful integral form for Bessel functions Jn(x) in Sec. 84 that
gave us an upper bound for |Jn(x)|. We turn here to a well known integral form
for Legendre polynomials and obtain similar upper bounds for |Pn(x)|. We state
the main result as a theorem and preface it with the following lemma.

Lemma. Every polynomial

q(x) =
n 

k=0
akx

k(1)

satisfies the identity

q(x) = 1

2π

 π

−π
q(x + yeiφ) dφ,(2)

where x and y are independent of φ.

Our proof begins with the integral π

−π
eimφdφ =

 
2π when m= 0,
0 when m= 1, 2, . . ..(3)

The value of this integral is obvious when m = 0. When m = 1, 2, . . ., Euler’s
formula enables us to write† π

−π
eimφdφ =

 π

−π
(cosmφ + i sinmφ) dφ =

 π

−π
cosmφ dφ + i

 π

−π
sinmφ dφ = 0.

†For a careful treatment of the evaluation of integrals of complex-valued functions of a real variable,

see, for example, Sec. 38 of the authors’ book (2009) that is listed in the Bibliography.
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Now, the binomial formula tells us that

(x + yeiφ)k = xk + kxk−1(yeiφ)+ · · · + (yeiφ)k;
and, since each term on the right here, including xk, has a factor of the form

eimφ (m= 0, 1, 2, . . . ,k),
it follows from integral (3) that

1

2π

 π

−π
(x + yeiφ)k dφ = xk (k= 0, 1, 2, . . . ,n).

Expression (1) thus becomes

q(x) =
n 

k=0
ak
1

2π

 π

−π
(x + yeiφ)k dφ = 1

2π

 π

−π

n 
k=0

ak(x + yeiφ)k dφ.

This result is the same as expression (2), and the lemma is proved.
We are now ready to prove the following theorem, which expresses each

Pn(x) in a form known as Laplace’s integral form.

Theorem. Each Legendre polynomial has the integral representation

Pn(x) =
1

π

 π

0

(x +
 
x2 − 1 cosφ)n dφ (n = 0, 1, 2, . . .).(4)

To prove this theorem, we write q(x) = Pn(x) in equation (2):

Pn(x) =
1

2π

 π

−π
Pn(x + yeiφ) dφ.(5)

But we know from Rodrigues’ formula (Sec. 100)

Pn(x) =
dn

dxn

 
1

2nn!
(x2 − 1)n

 

that

Pn(x) = p(n)(x) (n = 0, 1, 2, . . .)
where

p(x) = 1

2nn!
(x2 − 1)n(6)

and p(n)(x) denotes the nth derivative of p(x). Consequently, equation (5) can be
written

Pn(x) =
1

2π

 π

−π
p(n)(x + yeiφ) dφ.(7)

As usual, we agree that 0! = 1 and p(0)(x) = p(x).
Now it is readily shown (Problem 5, Sec. 102) that π

−π
e−ikφ p(n−k)(x + yeiφ) dφ = k+ 1

y

 π

−π
e−i(k+1)φ p(n−k−1)(x + yeiφ) dφ,(8)
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where, in addition to x and y (y  = 0) being independent of φ, the integer k is such
that 0 ≤ k≤ n− 1. Successive applications of this reduction formula enable us to
write equation (7) as

Pn(x) =
n!

2πyn

 π

−π
e−inφ p(x + yeiφ) dφ.(9)

Finally, if we require that x  = ±1, write y =
√
x2 − 1, and then use the fact

(Problem 6, Sec. 102) that

n!

yn
e−inφ p(x + yeiφ) = (x +

 
x2 − 1 cosφ)n,(10)

we can see how expression (9) becomes

Pn(x) =
1

2π

 π

−π
(x +

 
x2 − 1 cosφ)n dφ,

which is the same as expression (4) in the statement of the theorem. Note that
since Pn(1) = 1 and Pn(−1) = (−1)n (Sec. 100), expression (4) is also valid when
x = ±1. Hence it is valid for all x, and the proof of the theorem is complete.

102. SOME CONSEQUENCES
OF THE INTEGRAL FORM

In this sectionweestablish twoupper bounds for |Pn(x)| that follow fromLaplace’s
integral form

Pn(x) =
1

π

 π

0

(x +
 
x2 − 1 cosφ)n dφ (n = 0, 1, 2, . . .),(1)

obtained in Sec. 101.
Suppose that −1 < x < 1. Since x = cos θ for some value of θ between 0

and π inclusive, expression (1) can be written

Pn(cos θ) =
1

π

 π

0

(cos θ + i sin θ cosφ)n dφ (0 < θ < π).(2)

Furthermore, since cos2 θ = 1− sin2 θ and cos2 φ = 1− sin2 φ,
| cos θ + i sin θ cosφ | = (cos2 θ + sin2 θ cos2 φ)1/2 = (1− sin2 θ sin2 φ)1/2;

and this means that

|Pn(cos θ)| ≤
1

π

 π

0

| cos θ + i sin θ cosφ |n dφ = 1

π

 π

0

(1− sin2 θ sin2 φ)n/2 dφ.

Moreover, since sin(π − φ) = sinφ, we see that

|Pn(cos θ)| ≤
2

π

 x/2

0

(1− sin2 θ sin2 φ)n/2 dφ.(3)

Finally, since 0 ≤ 1 − sin2 θ sin2 φ ≤ 1 for all values of θ and φ, it follows from
inequality (3) that |Pn(cos θ)| ≤ 1, or that

|Pn(x)| ≤ 1 when − 1 ≤ x ≤ 1,(4)

where n = 0, 1, 2, . . ..
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To obtain another important consequence of inequality (3), we assume that

0 < θ < π and 0 < φ <
π

2
.

It is evident from the graphs of

y = sinφ and y = 2

π
φ

that

sinφ >
2

π
φ and 0 < φ <

π

2
.

So if

u =
 
2 sin θ

π
φ

 2
,

it is straightforward to show that

1− sin2 θ sin2 φ < 1− u.

Also, 1− u < e−u(u > 0), as can be seen graphically or from the Maclaurin series
for e−u. According to inequality (3), then,

|Pn(cos θ)| <
2

π

 π/2

0

exp

 
−2n sin

2
θ

π2
φ2

 
dφ (0 < θ < π)(5)

where n = 1, 2, . . ..
Changing the variable of integration in this last integral by means of the

substitution (Problem 7)

s =
√
2n sin θ

π
φ(6)

and noting that because the integrand is always positive, the resulting upper limit
of integration can be replaced by∞, we find that

|Pn(cos θ)| <
 
2

n
· 1

sin θ

 ∞

0

exp (−s2) ds (0 < θ < π),(7)

where n = 1, 2, . . ..
Finally, since the value of this improper integral is

√
π/2 (Problem 9, Sec. 58)

and since

sin θ =
 
1− cos2 θ =

 
1− x2

when x = cos θ , we arrive at the inequality

|Pn(x)| <
 

π

2n(1− x2)
(−1 < x < 1),(8)

where n = 1, 2, . . .. Thus, for each fixed x in the interval −1 < x < 1,

|Pn(x)| <
M√
n

(n = 1, 2, . . .),(9)

where the value of M depends only on the choice of x.
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PROBLEMS

1. From recurrence relation (13), Sec. 100, obtain the integration formula 1

a

Pn(x) dx = 1

2n+ 1 [Pn−1(a)− Pn+1(a)] (n = 1, 2, . . .).

2. Use mathematical induction on the integer n to verify Leibnitz’ rule (4), Sec. 100.

3. Write

F(x, t) = (1− 2xt + t2)−1/2,

where |x| ≤ 1 and t is as yet unrestricted.
(a) Note that x = cos θ for some uniquely determined value of θ (0 ≤ θ ≤ π), and

show that

F(x, t) = (1− eiθ t)−1/2 (1− e−iθ t)−1/2.

Then, using the fact that (1 − z)−1/2 has a valid Maclaurin series expansion when
|z| < 1, point out why the factors (1 − eiθ t)−1/2 and (1 − e−iθ t)−1/2, considered as
functions of t , can be represented by Maclaurin series that are valid when |t | < 1.
It follows that the product F(x, t) also has such a representation when |t | < 1.†
That is, there are functions fn(x) (n = 0, 1, 2, . . .) such that

F(x, t) =
∞ 
n=0

fn(x) t
n (|t | < 1).

(b) Show that the function F(x, t) satisfies the identity

(1− 2xt + t2)
∂F

∂t
= (x − t)F,

and use this result to show that the functions fn(x) in part (a) satisfy the recurrence
relation

(n+ 1) fn+1(x)+ nfn−1(x) = (2n+ 1)x fn(x) (n = 1, 2, . . .).
(c) Show that the first two functions f0(x) and f1(x) in part (a) are 1 and x, respectively,

and notice that the recurrence relation obtained in part (b) can then be used to de-
termine fn(x)when n = 2, 3, . . . .Compare that relationwith relation (7), Sec. 100,
and conclude that the functions fn(x) are, in fact, the Legendre polynomials Pn(x);
that is, show that

(1− 2xt + t2)−1/2 =
∞ 
n=0

Pn(x) t
n (|x| ≤ 1, |t | < 1).

The function F is, therefore, a generating function for the Legendre polynomials.

4. Give an alternative proof of the property (Sec. 100) Pn(1) = 1 (n = 0, 1, 2, . . .), using
(a) recurrence relation (7), Sec. 100, and mathematical induction;
(b) the generating function obtained in Problem 3(c).

5. Use integration by parts to obtain the reduction formula (8) in Sec. 101.
Suggestion: Start by writing the left-hand side of the formula as π

−π
e−i(k+1)φ

d

dφ

 
1

iy
p(n−k−1)(x + yeiφ)

 
dφ,

†For a discussion of this point, see, for example, the authors’ book (2009, pp. 222–223), listed in the

Bibliography.
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so that

u = e−i(k+1)φ and dν = d

dφ

 
1

iy
p(n−k−1)(x + yeiφ)

 
dφ.

6. Derive identity (10), Sec. 101, where x  = ±1 and y =
√
x2 − 1.

Suggestion: The expression

cosφ = eiφ + e−iφ

2
,

which follows from Euler’s formula eiφ = cosφ + i sinφ, is needed here.

7. In Sec. 102, give details showing how the substitution (6) transforms inequality (5) into
inequality (7).

103. ORTHOGONALITY OF LEGENDRE
POLYNOMIALS

Let X(x) denote the dependent variable in Legendre’s equation, with arbitrary λ:

(1− x2)X   (x)− 2xX  (x)+ λX(x) = 0.
Writing this equation in the form

[(1− x 2)X  (x)] + λX(x) = 0,(1)

we see that we have a special case of the Sturm-Liouville differential equation

[r(x)X  (x)] + [q(x)+ λp(x)]X(x) = 0,(2)

where

p(x)= 1, q(x)= 0, and r(x)= 1− x2.

The function r(x) vanishes at x = ±1; thus, as already pointed out in Example 2,
Sec. 68, equation (1), without boundary conditions, is a singular Sturm-Liouville
problem on the closed interval −1 ≤ x ≤ 1, where X and X  are required to be
continuous on that interval.

The following theorem provides us with all the solutions of problem (1).

Theorem. The eigenvalues and corresponding eigenfunctions of the singular
Sturm-Liouville problem

[(1− x2)X  (x)] + λX(x) = 0 (−1 < x < 1)(3)

are

λn = n(n+ 1), Xn = Pn(x) (n = 0, 1, 2, . . .),(4)

where Pn(x) are the Legendre polynomials. The set {Pn(x)} (n = 0, 1, 2, . . .) is,
moreover, orthogonal on the interval −1 < x < 1, with weight function unity.

We start the proof by recalling from Sec. 99 that Pn(x) and Qn(x) are linearly
independent solutions of equation (3) when λ has any one of the values

λn = n(n+ 1) (n = 0, 1, 2, . . .).
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Since the polynomial Pn(x) and its derivative are continuous on the entire interval
−1 ≤ x ≤ 1 and since this is not true of theLegendre functionQn(x), it is clear that
the continuity requirements on Xand X  are met only when X is a constant multi-
pleof Pn(x).Hence theλn andXn in the statementof the theoremare, in fact, eigen-
values and eigenfunctions. It remains to show that there are no other eigenvalues.

To accomplish this, we first observe that since the eigenfunctions just noted
all correspond to different eigenvalues, the set {Pn(x)} (n = 0, 1, 2, . . .) is, in fact,
orthogonal on the interval −1< x< 1, with weight function p(x) = 1. (See Theo-
rem 1 in Sec. 69.) That is,  1

−1
Pm(x)Pn(x) dx = 0 (m  = n).(5)

In the notation used for inner products, property (5) reads (Pm, Pn) = 0 (m  = n).
Later (Sec. 105) there will be a theorem telling us that if a function f is piecewise
smooth on the interval−1 < x < 1, then the generalized Fourier series for f with
respect to the orthonormal set of functions

φn(x) =
Pn(x)

 Pn 
(n = 0, 1, 2, . . .)(6)

converges to f (x) at all but possibly a finite number of points in the interval
−1 < x < 1. The set {φn(x)} is, therefore, closed (Sec. 62) in the function space
C 
p(−1, 1), defined in Sec. 9. That is, there is no function inC 

p(−1, 1), with positive
norm, that is orthogonal to each of the functions (6).

Suppose now that λ is another eigenvalue, different from those listed in
the statement of the theorem, and let X denote an eigenfunction correspond-
ing to λ. Because of the orthogonality of eigenfunctions corresponding to dis-
tinct eigenvalues, (X, φn)= 0 (n= 0, 1, 2, . . .) where the functions φn are those in
equation (6). But the fact that {φn(x)} is closed requires that X, which is continu-
ous on the entire interval −1 ≤ x ≤ 1, have value zero for each x in that interval.
Consequently, since an eigenfunction cannot be identically equal to zero, X is not
an eigenfunction. In view of this contradiction, there are no other eigenvalues;
and the proof of the theorem is finished.

If the interval 0 ≤ x ≤ 1, rather than −1 ≤ x ≤ 1, is used, the differential
equation (1) alongwith either one of the boundary conditions X  (0) = 0, X(0) = 0
is also a singular Sturm-Liouville problem (Sec. 68).

Corollary. The eigenvalues and corresponding eigenfunctions of the singular
Sturm-Liouville problem consisting of the differential equation

[(1− x2)X  (x)] + λX(x) = 0 (0 < x < 1)(7)

and the boundary condition X  (0) = 0 are
λn = 2n(2n+ 1), Xn = P2n(x) (n = 0, 1, 2, . . .).(8)

If the condition X(0) = 0 is used instead, the eigenvalues and eigenfunctions are
λn = (2n+ 1)(2n+ 2), Xn = P2n+1(x) (n = 0, 1, 2, . . .).(9)

The sets {P2n(x)} (n = 0, 1, 2, . . .) and {P2n+1(x)} (n = 0, 1, 2, . . .) are, in addition,
orthogonal on the interval 0 < x < 1, with weight function unity.
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Toseehow these solutions arise,we considerfirst the solutions in the theorem
when the condition X  (0)= 0 is imposed on them. Since P  

n(0)= 0 only when n is
even (Problem 3, Sec. 99), it follows that the polynomials P2n+1(x) (n = 0, 1, 2, . . .)
must be eliminated. This leaves the eigenvalues and eigenfunctions (8). If, on the
other hand, the condition X(0) = 0 is imposed, the fact that Pn(0) = 0 only when
n is an odd integer leads us to the eigenvalues and eigenfunctions (9).

Theorem 1 in Sec. 69, regarding the orthogonality of eigenfunctions,
ensures the orthogonality stated in the above corollary: 1

0

P2m(x)P2n(x) dx = 0 (m  = n)(10)

and  1

0

P2m+1(x)P2n+1(x) dx = 0 (m  = n),(11)

where m= 0, 1, 2, . . . and n= 0, 1, 2, . . .. Valid representations of piecewise
smooth functions on the interval 0< x< 1 will follow (Sec. 105) from representa-
tions on the interval−1< x< 1 in terms of the set {Pn(x)} (n = 0, 1, 2, . . .), just as
Fourier cosine and sine series follow fromFourier series involvingboth cosines and
sines. Hence the same argument, involving closed sets, that was used in the proof
of the theorem above can be used to show that there are no other eigenvalues of
the Sturm-Liouville problems in the corollary.

104. NORMALIZED LEGENDRE
POLYNOMIALS

We saw in Sec. 103 that the set Pn(x) (n = 0, 1, 2, . . .) of Legendre polynomials is
orthogonal on the interval −1 < x < 1 with weight function unity. We also saw
that the sets P2n(x) (n = 0, 1, 2, . . .) and P2n+1(x) (n = 0, 1, 2, . . .) are orthogonal
on the interval 0 < x < 1 with that same weight function. In this section, we
shall normalize (Sec. 60) these polynomials and present the results as a theorem.
This will enable us to find the coefficients in various series expansions involving
Legendre polynomials.

Theorem. In each of the following cases, the weight function is unity.

(a) The set

φn(x) =
 
2n+ 1
2

Pn(x) (n = 0, 1, 2, . . .)

is orthonormal on the interval −1 < x < 1.

(b) The set

φn(x) =
√
4n+ 1 P2n(x) (n = 0, 1, 2, . . .)

is orthonormal on the interval 0 < x < 1.

(c) The set

φn(x) =
√
4n+ 3 P2n+1(x) (n = 0, 1, 2, . . .)

is orthonormal on the interval 0 < x < 1.
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In order to verify statement (a) in the theorem, we need to find the norms

 Pn = (Pn, Pn)1/2 =
  1

−1
[Pn(x)]

2 dx

 1/2
(n = 0, 1, 2, . . .).

We do this with the aid of the recurrence relations

(n+ 1)Pn+1(x)+ nPn−1(x) = (2n+ 1)xPn(x) (n = 1, 2, . . .).(1)

obtained in Example 2, Sec. 101, and

nPn(x)+ (n− 1)Pn−2(x) = (2n− 1)xPn−1(x) (n = 2, 3, . . .),(2)

which is found by replacing n by n− 1 in relation (1). Because
(Pn+1, Pn−1) = 0 and (Pn−2, Pn) = 0.

it follows from relations (1) and (2) that

n(Pn−1, Pn−1)
(2n+ 1) = (xPn, Pn−1)(3)

and

n(Pn, Pn)

(2n− 1) = (xPn−1, Pn).(4)

The integrals representing (xPn, Pn−1) and (xPn−1, Pn) are identical, and we need
only equate the left-hand sides equations (3) and (4) to see that

(2n+ 1)(Pn, Pn) = (2n− 1)(Pn−1, Pn−1),
or

(2n+ 1) Pn 2 = (2n− 1) Pn−1 2 (n = 2, 3, . . .).(5)

It is easy to verify directly that equation (5) is also valid in the case n= 1, involving
P1(x) = x and P0(x) = 1.

Next, we let n be any fixed positive integer and use equation (5) to write the
following n equations:

(2n+ 1) Pn 2 = (2n− 1) Pn−1 2,
(2n− 1) Pn−1 2 = (2n− 3) Pn−2 2,

...

(5) P2 2 = (3) P1 2,
(3) P1 2 = (1) P0 2.

Setting the product of the left-hand sides of these equations equal to the product
of their right-hand sides and then canceling appropriately, we arrive at the result

(2n+ 1) Pn 2 =  P0 2 (n = 1, 2, . . .).
Since  P0 2 = 2, this means that

 Pn =
 

2

2n+ 1 (n = 0, 1, 2, . . .).(6)
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The set of polynomials

φn(x) =
Pn(x)

 Pn 
=
 
2n+ 1
2

Pn(x) (n = 0, 1, 2, . . .)(7)

is, therefore, orthonormal on the interval −1 < x < 1, as stated in part (a) of the
theorem.

As for part (b), we need to evaluate

 P2n 2 =
 1

0

[P2n(x)]
2 dx = 1

2

 1

−1
[P2n(x)]

2 dx.

Since this last integral represents the square of a norm in part (a), the norm (6)
tells us that

 P2n 2 =
1

2
· 2

4n+ 1 = 1

4n+ 1 ;
and the orthonormal set is

φn(x) =
P2n(x)

 P2n 
=

√
4n+ 1 P2n(x). (n = 0, 1, 2, . . .).(8)

Finally, in part (c) we must find

 P2n+1 2 =
 1

0

[P2n+1(x)]2 dx = 1

2

 1

−1
[P2n+1(x)]2 dx.

Since this last integral also represents the square of a norm in part (a), we know
from the norm (6) that

 P2n+1 2 =
1

2
· 2

4n+ 3 = 1

4n+ 3 .
So

φn(x) =
P2n+1(x)
 P2n+1 

=
√
4n+ 3P2n+1(x) (n = 0, 1, 2, . . .),(9)

and the proof of the theorem is complete.

105. LEGENDRE SERIES

The theorem in Sec. 104 gave us three different orthonormal sets involving Leg-
endre polynomials. In this section, we apply the theory of generalized Fourier
series to those sets and arrive at three different types of Legendre series that will
be useful in the applications. We recall from Sec. 62 that for a given function f

and orthonormal set φn(x) (n = 0, 1, 2, . . .), defined on an interval a < x < b

and with weight function unity, the coefficients cn in a generalized Fourier series
correspondence

f (x) ∼
∞ 
n=0

cn φn(x) (a < x < b)(1)

are

cn = ( f, φn) =
 b

a

f (x)φn(x) dx (n = 0, 1, 2, . . .).(2)

The three cases (a), (b), and (c) in the following theorem use the three cases
(a), (b), and (c), respectively, in the theorem of Sec. 104.
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Theorem 1. Let f be piecewise continuous on the indicated interval.

(a) If An (n = 0, 1, 2, . . .) are the coefficients in the correspondence

f (x) ∼
∞ 
n=0

AnPn(x) (−1 < x < 1),

then

An =
2n+ 1
2

 1

−1
f (x)Pn(x) dx (n = 0, 1, 2, . . .).

(b) If A2n (n = 0, 1, 2, . . .) are the coefficients in the correspondence

f (x) ∼
∞ 
n=0

A2nP2n(x) (0 < x < 1),

then

A2n = (4n+ 1)
 1

0

f (x)P2n(x) dx (n = 0, 1, 2, . . .).

(c) If A2n+1 (n = 0, 1, 2, . . .) are the coefficients in the correspondence

f (x) ∼
∞ 
n=0

A2n+1P2n+1(x) (0 < x < 1),

then

A2n+1 = (4n+ 3)
 1

0

f (x)P2n+1(x) dx (n = 0, 1, 2, . . .).

To prove part (a) of this theorem, we recall from the theorem in Sec. 104
that the set

φn(x) =
 
2n+ 1
2

Pn(x) (n = 0, 1, 2, . . .)

is orthonormal on the interval −1 < x < 1 and then use expressions (1) and (2)
to write

f (x) ∼
∞ 
n=0

cn

 
2n+ 1
2

Pn(x) (−1 < x < 1)

where

cn =
 
2n+ 1
2

 1

−1
f (x)Pn(x) dx (n = 0, 1, 2, . . .).

Part (a) here now follows by writing

An = cn

 
2n+ 1
2

(n = 0, 1, 2, . . .).

The result in part (b) also follows from the theorem in Sec. 104, which tells
us that the set

φn(x) =
√
4n+ 1P2n(x) (n = 0, 1, 2, . . .)
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is orthonormal on the interval 0 < x < 1. Thus

f (x) ∼
∞ 
n=0

Cn

√
4n+ 1P2n(x) (0 < x < 1),

where

cn =
√
4n+ 1

 1

0

f (x)P2n(x) dx.

Putting A2n = cn
√
4n+ 1 (n = 0, 1, 2, . . .), we arrive at the result in part (b) here.

Part (c) of this theorem can be verified in a similar way, and details are left
to the problems.

We state here, without proof, a representation theorem involving Legendre
series that is applicable to piecewise smooth functions.†

Theorem 2. Let f denote a function that is piecewise smooth on the interval
−1< x< 1, and suppose that f (x) at each point of discontinuity of f in that interval
is defined as the mean value of the one-sided limits f (x+) and f (x−). Then

f (x) =
∞ 
n=0

AnPn(x) (−1 < x < 1),(3)

where the coefficients An are given in part (a) of Theorem 1.

Obvious adaptations of this theorem to the series in parts (b) and (c) of
Theorem1 can also bemadewhen f is piecewise smooth on the interval 0 < x < 1.

EXAMPLE. Let us expand the function f (x) = 1 (0 < x < 1) in a series of
Legendre polynomials of odd degree. According to part (c) of Theorem 1,

1 =
∞ 
n=0

A2n+1P2n+1(x) (0 < x < 1)

where

A2n+1 = (4n+ 3)
 1

0

P2n+1(x) dx (n = 0, 1, 2, . . .).

The integral here is readily evaluated with the aid of the integration formula
(Problem 1, Sec. 102) 1

a

Pn(x) dx = 1

2n+ 1 [Pn−1(a)− Pn+1(a)] (n = 1, 2, . . .),

which tells us that

A2n+1 = P2n(0)− P2n+2(0).(4)

†The proof, which is rather lengthy, can be found in, for example, the book byKreider, Kuller, Ostberg,

and Perkins (1966, pp. 425–432), listed in the Bibliography. A simplified proof of a special case of the

theorem appears in the book by Rainville (1972, pp. 177–179), also listed there.
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Thus,

1 =
∞ 
n=0
[P2n(0)− P2n+2(0)] P2n+1(x) (0 < x < 1).(5)

Since [Problem 3(a), Sec. 99]

P2n(0) = (−1)n
(2n)!

22n(n!)2
(n = 0, 1, 2, . . .),

the coefficients (4) can also be written

A2n+1 = (−1)n
4n+ 3
n+ 1 · (2n)!

22n+1(n!)2
.(6)

This alternative form of representation (5) is then obtained:

1 =
∞ 
n=0
(−1)n 4n+ 3

n+ 1 · (2n)!

22n+1(n!)2
P2n+1(x) (0 < x < 1).

PROBLEMS

1. From the orthogonality of the set {Pn(x)}, state why
(a)

 1
−1 Pn(x) dx = 0 (n = 1, 2, . . .);

(b)
 1
−1(Ax + B)Pn(x) dx = 0 (n = 2, 3, . . .), where Aand B are constants.

2. Verify directly that the Legendre polynomials

P0(x) = 1, P1(x) = x, P2(x) =
1

2
(3x2 − 1), P3(x) =

1

2
(5x3 − 3x)

form an orthogonal set with weight function unity on the interval −1 < x < 1. Show
that their graphs are as indicated in Fig. 74 (Sec. 99).

3. Let F denote the odd extension of the function f (x) = 1 (0 < x < 1) to the interval
−1 < x < 1, where F(0) = 0. Also, let g be the function defined by means of the
equations

g(x) =
 
0 when −1 < x < 0,

1 when 0 < x < 1,

and g(0) = 1/2. Then, by observing that

g(x) = 1

2
+ 1
2
F(x) (−1 < x < 1)

and referring to expansion (5), Sec. 105, show that

g(x) = 1

2
P0(x)+

1

2

∞ 
n=0
[P2n(0)− P2n+2(0)] P2n+1(x) (−1 < x < 1).

4. Let f denote the function defined by means of the equations

f (x) =
 
0 when −1 < x ≤ 0,
x when 0 < x < 1.

(a) State why f (x) is represented by its Legendre series (3), Sec. 105, at each point of
the interval −1 < x < 1.
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(b) Show that A2n+1 = 0 (n = 1, 2, . . .) in the series in part (a).
(c) Find the first four nonzero terms of the series in part (a) to show that

f (x) = 1

4
P0(x)+

1

2
P1(x)+

5

16
P2(x)−

3

32
P4(x)+ · · · (−1 < x < 1).

5. Show that for all x,

(a) x2 = 1

3
P0(x)+

2

3
P2(x); (b) x3 = 3

5
P1(x)+

2

5
P3(x).

6. Obtain the first three nonzero terms in the series of Legendre polynomials of even
degree representing the function f (x) = x (0 < x < 1) to show that

x = 1

2
P0(x)+

5

8
P2(x)−

3

16
P4(x)+ · · · (0 < x < 1).

Point out why this expansion remains valid when x = 0, and state what function the
series represents on the interval −1 < x < 1.

7. Give details showing how part (c) of Theorem 1 in Sec. 105 follows from part (c) of the
theorem in Sec. 104.

8. Let f be piecewise continuous on the interval −1 < x < 1. Show that

(a) if f is even, so that f (−x) = f (x), the Legendre series in part (a) of Theorem 1
in Sec. 105 becomes the series in part (b) of that theorem;

(b) if f is odd, so that f (−x) = − f (x), the Legendre series in part (a) of the same
theorem in Sec. 105 becomes the series in part (c) of that theorem.

Suggestion: Recall from Sec. 99 that each P2n(x) is even and that each
P2n+1(x) is odd.

9. By applying Theorem 1 in Sec. 65 to the Fourier constants used in proving part (a) of
Theorem 1 in Sec. 105, state why

lim
n→∞

 
2n+ 1

 1

−1
f (x)Pn(x) dx = 0

when f is piecewise continuous on the interval −1 < x < 1.

10. (a) By recalling that Pm(x) is a polynomial of degree m containing only the powers
xm, xm−2, xm−4, . . . of x (Sec. 99), state why

xm = cPm(x)+ cm−2x
m−2 + cm−4x

m−4 + · · · ,
where the coefficients are constants. Apply the same argument to xm−2, etc., to
conclude that xm is a finite linear combination of the polynomials

Pm(x), Pm−2(x), Pm−4(x), . . ..

(b) With the aid of the result in part (a), point out why 1

−1
Pn(x)p(x) dx = 0,

where Pn(x) is a Legendre polynomial of degree n (n = 1, 2, . . .) and p(x) is any
polynomial whose degree is less than n.

11. Let n have any one of the values n = 1, 2, . . . .
(a) By recalling the result in Problem 1(a), state why Pn(x) must change sign at least

once in the open interval−1 < x < 1. Then let x1, x2, . . . , xk denote the totality of
distinct points in that interval at which Pn(x) changes sign. Since any polynomial
of degree n has at most n distinct zeros, we know that 1 ≤ k≤ n.
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(b) Assume that the number of points x1, x2, . . . , xk in part (a) is such that k< n, and
consider the polynomial

p(x) = (x − x1)(x − x2) · · · (x − xk).

Use the result in Problem 10(b) to show that the integral 1

−1
Pn(x)p(x) dx

has value zero. Then, after noting that Pn(x) and p(x) change sign at precisely the
same points in the interval −1 < x < 1, state why the value of the integral cannot
be zero. Having reached this contradiction, conclude that k= n and hence that the
zeros of a Legendre polynomial Pn(x) are all real and distinct and lie in the open

interval −1 < x < 1.

12. Show in the following way that for each value of n (n = 0, 1, 2, . . .), the Legendre
function of the second kind Qn(x) (Sec. 99) and its derivative Q

 
n(x) fail to be a pair of

continuous functions on the closed interval −1 ≤ x ≤ 1. Suppose that there is an inte-
ger N such that QN(x) and Q

 
N(x) are continuous on that interval. The functions QN(x)

and Pn(x) (n  = N) are then eigenfunctions corresponding to different eigenvalues of
the singular Sturm-Liouville problem (1), Sec. 103. Point out how it follows that 1

−1
QN(x)Pn(x) dx = 0 (n  = N),

and then use Theorem 2 in Sec. 105 to show that QN(x) = ANPN(x), where AN is some
constant. This is, however, impossible since PN(x) and QN(x) are linearly independent.

106. THE EIGENFUNCTIONS Pn(cos θθ)

The boundary value problems to be treated in Secs. 107 and 108 will involve
singular Sturm-Liouville problems whose eigenfunctions are

Pn(cos θ) (n = 0, 1, 2, . . .).
In this section, we give some modifications of earlier results involving

Pn(x) (n = 0, 1, 2, . . .)

that will apply to those trigonometric eigenfunctions.

Theorem 1. Let

d

dθ

 
sin θ

d 

dθ

 
+ λ sin θ  = 0(1)

be the differential equation in the singular Sturm-Liouville problem involving one

of the three cases below. The eigenvalues λn and corresponding eigenfunctions  n

are as follows:

(a) when the interval is 0 ≤ θ ≤ π and no boundary condition is used,

λn = n(n+ 1),  n = Pn(cos θ) (n = 0, 1, 2, . . .);
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(b) when the interval is 0 ≤ θ ≤ π/2 and the boundary condition   (π/2) = 0 is
used,

λn = 2n(2n+ 1),  n = P2n(cos θ) (n = 0, 1, 2, . . .);
(c) when the interval is 0 ≤ θ ≤ π/2 and the boundary condition  (π/2)= 0 is

used,

λn = (2n+ 1)(2n+ 2),  n = P2n+1(cos θ) (n = 0, 1, 2, . . .).

The fact that the problem in each of the three cases in this theorem actually
involves a singular Sturm-Liouville problem, where  and   are required to be
continuous on the stated interval, is readily established by referring to Sec. 68.

As for the proof of the theorem, the relation x = cos θ enables us to write

d 

dθ
= d 

dx

dx

dθ
= −d 

dx
sin θ,

or

1

sin θ

d 

dθ
= −d 

dx
.

Consequently,

sin θ
d 

dθ
= (1− cos2 θ)

 
1

sin θ

d 

dθ

 
= −(1− x2)

d 

dx
;

and so

1

sin θ

d

dθ

 
sin θ

d 

dθ

 
= 1

sin θ

d

dx

 
−(1− x2)

d 

dx

 
dx

dθ
= d

dx

 
(1− x2)

d 

dx

 
.

Equation (1) thus becomes

d

dx

 
(1− x2)

d 

dx

 
+ λ = 0,(2)

which, except for notation, is Legendre’s equation (1) in Sec. 103. It is now evident
thatunder the transformation x= cos θ , theabove theorem is simplyanalternative
form of the theorem and its corollary in Sec. 103.

The next theorem is just a restatement of Theorem 1 in Sec. 105 regarding
Legendre series.

Theorem 2. Let F be piecewise continuous on the interval stated in each part

below.

(a) If An (n = 0, 1, 2, . . .) are the coefficients in the correspondence

F(θ) ∼
∞ 
n=0

AnPn(cos θ) (0 < θ < π),

then

An =
2n+ 1
2

 π

0

F(θ)Pn(cos θ) sin θ dθ (n = 0, 1, 2, . . .).
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(b) If A2n (n = 0, 1, 2, . . .) are the coefficients in the correspondence

F(θ) ∼
∞ 
n=0

A2nP2n(cos θ)

 
0 < θ <

π

2

 
,

then

A2n = (4n+ 1)
 π/2

0

F(θ)P2n(cos θ) sin θ dθ (n = 0, 1, 2, . . .).

(c) If A2n+1 (n = 0, 1, 2, . . .) are the coefficients in the correspondence

F(θ) ∼
∞ 
n=0

A2n+1P2n+1(cos θ)
 
0 < θ <

π

2

 
,

then

A2n+1 = (4n+ 3)
 π/2

0

F(θ)P2n+1(cos θ) sin θ dθ (n = 0, 1, 2, . . .).

To verify this theorem, one need onlywrite x = cos θ and define the function
f (x) = F(cos−1 x),(3)

where the principal values of the inverse cosine function are to be taken. When
this f (x) is used in Theorem 1 of Sec. 105, that theorem becomes Theorem 2 here.
If F is piecewise smooth on the stated interval, the correspondence is, of course,
an equality for each point θ at which F is continuous.

107. DIRICHLET PROBLEMS
IN SPHERICAL REGIONS

For our first application of Legendre series, we shall determine the harmonic
function u in the region r < c such that u assumes prescribed values F(θ) on
the spherical surface r = c. Here r, φ, and θ are spherical coordinates, and u is
independent of φ. Thus u = u(r, θ) satisfies Laplace’s equation (Sec. 24)

r
∂2

∂r2
(ru)+ 1

sin θ

∂

∂θ

 
sin θ

∂u

∂θ

 
= 0 (r < c, 0 < θ < π)(1)

and the condition (Fig. 75)

u(c, θ) = F(θ) (0 < θ < π).(2)

The function u and its partial derivatives of the first and second order are to be
continuous throughout the interior 0 ≤ r < c, 0 ≤ θ ≤ π of the sphere.

Physically, the function umay denote steady temperatures in a solid sphere
r ≤ c whose surface temperatures depend only on θ ; that is, the surface tempera-
tures are uniform over each circle r = c, θ = θ0. Also, u represents electrostatic
potential in the space r < c, which is free of charges, when u = F(θ) on the bound-
ary r = c.

We start by seeking a product solution u = R(r) (θ) of the homoge-
neous equation (1) that satisfies the stated continuity requirements. Separation of
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O

r



z

u ⫽ F()

r ⫽ c

FIGURE 75

variables shows that for some constant λ,

1

sin θ  

d

dθ

 
sin θ

d 

dθ

 
= − r

R

d2

dr2
(rR) = −λ.

Consequently, Rmust satisfy the ordinary differential equation

r
d2

dr2
(rR)− λR= 0 (r < c)(3)

and be continuous when 0 ≤ r < c. Also, for the same constant λ, the function  
satisfies the equation

d

dθ

 
sin θ

d 

dθ

 
+ λ sin θ  = 0 (0 < θ < π),(4)

where  and   are to be continuous on the closed interval 0 ≤ θ ≤ π .
Case (a) ofTheorem1 inSec. 106 tells us that equation (4) is a singular Sturm-

Liouville problem whose eigenvalues and corresponding eigenfunctions are

λn = n(n+ 1),  n = Pn(cos θ) (n = 0, 1, 2, . . .).(5)

Writing equation (3) in the form

r2R   + 2rR  − λR= 0,
we see that it is a Cauchy-Euler equation, which reduces to a differential equation
with constant coefficients after the substitution r = exp s is made (see Problem 1,
Sec. 44). When λ = n(n+ 1), its general solution is

R(r) = C1 r
n + C2 r

−n−1 = C1 r
n + C2

rn+1
(0 < r < c),(6)

as is easily verified. The continuity of R at r = 0 requires that C2 = 0, and so the
desired functions of r are Rn(r) = rn (n = 0, 1, 2, . . .).

The functions un = rnPn(cos θ) (n = 0, 1, 2, . . .), therefore, satisfy Laplace’s
equation (1) and the continuity conditions accompanying it. Formally, their
generalized linear combination

u(r, θ) =
∞ 
n=0

Bnr
nPn(cos θ)(7)



354 LEGENDRE POLYNOMIALS AND APPLICATIONS CHAP. 10

is a solution of our boundary value problem if the constants Bn are such that
u(c, θ) = F(θ), or

F(θ) =
∞ 
n=0

Bnc
nPn(cos θ) (0 < θ < π).(8)

To find these constants, we need only refer to case (a) of Theorem 2 in
Sec. 106. Evidently, Bnc

n = An where

An =
2n+ 1
2

 π

0

F(θ)Pn(cos θ) sin θ dθ (n = 0, 1, 2, . . .);(9)

and the formal solution of our Dirichlet problem can be written in terms of the
constants (9) as

u(r, θ) =
∞ 
n=0

An

 
r

c

 n
Pn(cos θ) (r ≤ c).(10)

Note that the harmonic function u in the unbounded region r > c, exterior to
the spherical surface r = c, which assumes the values F(θ) on that surface and is
bounded as r → ∞ can be found in like manner. Here C1 = 0 in our solution (6)
of equation (3) if R is to remain bounded as r → ∞; and the solutions of equation
(1) are

un =
1

rn+1
Pn(cos θ) (n = 0, 1, 2, . . .).

Thus,

u(r, θ) =
∞ 
n=0

Bn

rn+1
Pn(cos θ) (r ≥ c),(11)

where the Bn are this time related to the constants (9) by means of the equation
An = Bn/c

n+1. That is,

u(r, θ) =
∞ 
n=0

An

 
c

r

 n+1
Pn(cos θ) (r ≥ c).(12)

PROBLEMS

1. Suppose that u is harmonic throughout the regions r < c and r > c, that u → 0 as
r → ∞, and that u = 1 on the spherical surface r = c. Show from results found in
Sec. 107 that u = 1 when r ≤ c and u = c/r when r > c.

2. Suppose that for all φ, the steady temperatures u(r, θ) in a solid sphere r ≤ 1 are such
that u(1, θ) = F(θ) where

F(θ) =

⎧⎨
⎩
1 when 0 < θ <

π

2
,

0 when
π

2
< θ < π.

Derive the expression

u(r, θ) = 1

2
+ 1
2

∞ 
n=0
[P2n(0)− P2n+2(0)] r

2n+1P2n+1(cos θ)

for those temperatures.
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3. Let u(r, θ) denote steady temperatures in a hollow sphere a ≤ r ≤ bwhen

u(a, θ) = F(θ) and u(b, θ) = 0 (0 < θ < π).

Derive the expression

u(r, θ) =
∞ 
n=0

An

b2n+1 − r 2n+1

b2n+1 − a2n+1

 
a

r

 n+1
Pn(cos θ),

where

An =
2n+ 1
2

 π

0

F(θ)Pn(cos θ) sin θ dθ (n = 0, 1, 2 . . .).

4. Let u(x, t) represent the temperatures in a nonhomogeneous insulated bar−1 ≤ x ≤ 1
along the x axis, and suppose that the thermal conductivity is proportional to 1 − x2.
The heat equation takes the form

∂u

∂t
= b

∂

∂x

 
(1− x2)

∂u

∂x

 
(b > 0).

Here b is constant since we assume that the product of the physical constants σ and δ
used in Sec. 22 and in Problem 2, Sec. 23, is constant. Note that the ends x = ±1 are
insulated because the conductivity vanishes there. Assuming that

u(x, 0) = f (x) (−1 < x < 1),

derive the expression

u(x, t) =
∞ 
n=0

An exp [−n(n+ 1)bt]Pn(x),

where

An =
2n+ 1
2

 1

−1
f (x)Pn(x) dx (n = 0, 1, 2 . . .).

5. Show that if f (x) = x2 (−1 < x < 1) in Problem 4, then

u(x, t) = 1

3
+
 
x2 − 1

3

 
exp(−6bt).

6. Give a physical interpretation of the following boundary value problem in spherical
coordinates for a harmonic function u(r, θ):

r
∂2

∂r 2
(ru)+ 1

sin θ

∂

∂θ

 
sin θ

∂u

∂θ

 
= 0 (1 < r < b, θ1 < θ < θ2),

u(1, θ) = 0, u(b, θ) = 0,
u(r, θ1) = f (r), u(r, θ2) = 0,

where 0 < θ1 < θ2 < π . Then, using the normalized eigenfunctions found in Prob-
lem 11(b), Sec. 72, and the functions pα and qα in Problem 5, Sec. 99, derive the
expression

u(r, θ) = 1√
r

∞ 
n=1

Bn

Fn(θ)

Fn(θ1)
sin(αn ln r),
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where

αn =
nπ

ln b
, Bn =

2

ln b

 b

1

f (r)√
r
sin(αn ln r) dr,

and

Fn(θ) = pαn(cos θ)qαn(cos θ2)− pαn(cos θ2)qαn(cos θ).

108. STEADY TEMPERATURES
IN A HEMISPHERE

In this section, we consider two steady temperature problems for a solid hemi-
sphere r ≤ 1, 0 ≤ θ ≤ π/2 of radius unity. They will illustrate the use of cases (b)
and (c) in Theorems 1 and 2 in Sec. 106. In each problem, the temperatures u(r, θ)
will satisfy Laplace’s equation

r
∂2

∂r2
(ru)+ 1

sin θ

∂

∂θ

 
sin θ

∂u

∂θ

 
= 0

 
r < 1, 0 < θ <

π

2

 
,(1)

which leads to the ordinary differential equations

r
d2

dr2
(r R)− λR= 0 (r < 1)(2)

and

d

dθ

 
sin θ

d 

dθ

 
+ λ sin θ = 0

 
0 < θ <

π

2

 
(3)

when u = R(r) (θ) and λ is a separation constant.

EXAMPLE 1. Suppose that the base r < 1, θ = π/2 of the hemisphere is
kept at temperature u = 0 and that the hemispherical surface r = 1, 0 < θ < π/2
is maintained at temperature u = 1 (Fig. 76). In order to solve this boundary value
problem, we need the boundary condition

u
 
r,
π

2

 
= 0 (0 < r < 1)(4)

O

r



z

u ⫽ 1

r ⫽ 1

u ⫽ 0

FIGURE 76
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and

u(1, θ) = 1
 
0 < θ <

π

2

 
.(5)

The homogeneous condition (4) tells us that

 

 π
2

 
= 0.(6)

When case (c) of Theorem 1 in Sec. 106 is applied to equations (3) and (6),
we have the eigenvalues and eigenfunctions

λn = (2n+ 1)(2n+ 2),  n = P2n+1(cos θ) (n = 0, 1, 2, . . .).
Next, let us substitute λn into equation (2) and write the result as

r2R  + 2r R − (2n+ 1)(2n+ 2)R= 0.
The general solution of this Cauchy-Euler equation is

R(r) = C1r
2n+1 + C2

r2n+2
(0 < r < 1),

and C2 = 0 since R(r) is to be continuous at r = 0. Hence, one can write
Rn = r2n+1 (n = 0, 1, 2, . . .)

and then, by the principle of superposition,

u(r, θ) =
∞ 
n=0

A2n+1r2n+1P2n+1(cos θ).(7)

Finally we set r = 1 in series (7) and use boundary condition (5):

1 =
∞ 
n=0

A2n+1P2n+1(cos θ)
 
0 < θ <

π

2

 
.(8)

Although we could refer to case (c) in Theorem 2 in Sec. 106, we can at this point
simply refer to the example in Sec. 105, where we saw that

1 =
∞ 
n=0
(−1)n 4n+ 3

n+ 1 · (2n)!

22n+1(n!)2
P2n+1(x) (0 < x < 1).

If we put x = cos θ here, we find that the coefficients in series (8) are

A2n+1 = (−1)n
4n+ 3
n+ 1 · (2n)!

22n+1(n!)2
(n = 0, 1, 2, . . .).

The formal solution of our boundary value problem is, therefore,

u(r, θ) =
∞ 
n=0
(−1)n 4n+ 3

n+ 1 · (2n)!

22n+1(n!)2
r2n+1P2n+1(cos θ).(9)

EXAMPLE 2. Here the base of the hemisphere is insulated, and the flux
of heat inward through the hemispherical surface r = 1, 0 < θ < π/2 is kept
at prescribed values F(θ). The boundary value problem for steady temperatures
u(r, θ) in the hemisphere consists of Laplace’s equation (1) and the condition of
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O

z

r ⫽ 1

F()sin 



FIGURE 77

insulation (see Problem 8, Sec. 27)

uθ

 
r,
π

2

 
= 0 (0 < r < 1)(10)

at the base, part of which is shown in Fig. 77, and the flux condition (see Sec. 26)

Kur (1, θ) = F(θ)

 
0 < θ <

π

2

 
,(11)

where K is thermal conductivity. In order that temperatures be steady, we as-
sume that the values F(θ) are such that the resultant rate of flow through the
hemispherical surface is zero. That is, π/2

0

F(θ) 2π sin θ dθ = 0.(12)

Also, we assume that F is piecewise smooth on the interval 0 < θ < π/2 and that
u satisfies the usual continuity conditions when 0≤ r < 1 and 0 ≤ θ ≤ π/2.

Writing u = R(r) (θ) and separating variables in equation (1), we obtain
equation (2), where R must be continuous when 0 ≤ r < 1, and equation (3),
where  and   are to be continuous when 0 ≤ θ ≤ π/2. Also, it follows from
condition (10) that

  
 π
2

 
= 0.(13)

From case (b) in Theorem 1, Sec. 106, we know that the singular Sturm
Liouville problem consisting of equations (3) and (13) has eigenvalues and corre-
sponding eigenfunctions

λn = 2n(2n+ 1),  n = P2n(cos θ) (n = 0, 1, 2, . . .).

When λ = λn, equation (5) is the Cauchy-Euler equation

r2R   + 2rR  − 2n(2n+ 1)R= 0,

whose solutions that are continous at r = 0 are constant multiples of Rn = r2n.
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Formally, then,

u(r, θ) =
∞ 
n=0

Bn r
2nP2n(cos θ)

if the constants Bn are such that condition (11) is satisfied. That condition requires
that

F(θ) =
∞ 
n=1
(2nKBn)P2n(cos θ)

 
0 < θ <

π

2

 
.(14)

Case (b) of Theorem 2 in Sec. 106 tells us that this is a valid Legendre series
representation if 2nKBn = A2n, where

A2n = (4n+ 1)
 π/2

0

F(θ)P2n(cos θ) sin θ dθ (n = 1, 2, . . .),(15)

and if F is such that the condition A0= 0, which is the same as condition (12), is
satisfied. Thus B0 is left arbitrary, and

u(r, θ) = B0 +
1

2K

∞ 
n=1

1

n
A2n r

2nP2n(cos θ)

 
r ≤ 1, 0 ≤ θ ≤ π

2

 
(16)

where the coefficients A2n have the values (15).
The constant B0 is the temperature at the origin r = 0. Solutions of such

problems with just Neumann conditions (Sec. 31) are determined only up to such
an arbitrary additive constant because all the boundary conditions prescribe only
values of derivatives of the harmonic functions.

PROBLEMS

1. The base r < c, θ =π/2 of a solid hemisphere r ≤ c, 0≤ θ ≤π/2 is insulated. The tem-
perature distribution on the hemispherical surface is u = F(θ). Derive the expression

u(r, θ) =
∞ 
n=0

A2n

 
r

c

 2n
P2n(cos θ),

where

A2n = (4n+ 1)
 π/2

0

F(θ)P2n(cos θ) sin θ dθ (n = 0, 1, 2, . . .),

for the steady temperatures in the solid. Also, show that u(r, θ) = 1 when F(θ) = 1.
2. A function u is harmonic and bounded in the unbounded region r > c, 0 ≤ θ < π/2.
Also, u = 0 everywhere on the flat boundary surface r > c, θ = π/2; and u = F(θ) on
the hemispherical boundary surface r = c, 0 < θ < π/2. Derive the expression

u(r, θ) =
∞ 
n=0

A2n+1

 
c

r

 2n+2
P2n+1(cos θ),

where

A2n+1 = (4n+ 3)
 π/2

0

F(θ)P2n+1(cos θ) sin θ dθ (n = 0, 1, 2, . . .).
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3. The flux of heat Kur (1, θ) into a solid sphere at its surface r = 1 is a prescribed function
F(θ), where F is such that the net time rate of flow of heat into the solid is zero. Thus,
(see Example 2 in Sec. 108)  π

0

F(θ) 2π sin θ dθ = 0.

Assuming that u = 0 at the center r = 0, derive the expression

u(r, θ) = 1

K

∞ 
n=1

1

n
An r

nPn(cos θ),

where

An =
2n+ 1
2

 π

0

F(θ)Pn(cos θ) sin θ dθ (n = 0, 1, 2, . . .),

for the steady temperatures throughout the entire sphere 0 ≤ r ≤ 1.
4. Heat is generated at a steady and uniform rate throughout the interior of a solid
hemisphere 0≤ r ≤ 1, 0≤ θ ≤π/2, and the entire surface is kept at temperature zero.
Thus the steady temperatures u = u(r, θ) satisfy the nonhomogeneous differential
equation

1

r

∂2

∂r 2
(ru)+ 1

r 2 sin θ

∂

∂θ

 
sin θ

∂u

∂θ

 
+ q0 = 0

 
0 < r < 1, 0 < θ <

π

2

 
and the boundary conditions

u(1, θ) = 0, u

 
r,
π

2

 
= 0.

Also, u(r, θ) is continuous at r = 0. Point out how Example 1 in Sec. 108 suggests
seeking a solution of the form

u(r, θ) =
∞ 
n=0

Bn(r) P2n+1(cos θ)

and applying the method of variation of parameters, which was first used in Sec. 42.
Follow the steps below to find the solution by that method.

(a) Observe how it follows immediately from case (c) in Theorem 1, Sec. 106, that

1

sin θ

d

dθ

 
sin θ

d

dθ
P2n+1(cos θ)

 
= −(2n+ 1)(2n+ 2) P2n+1(cos θ)

(n = 0, 1, 2, . . .).
Then, with the aid of this identity and expansion (5), Sec. 105, obtain the initial
value problem

r2B   
n (r)+ 2rB  

n(r)− (2n+ 1)(2n+ 2)Bn(r) = −q0A2n+1 r 2, Bn(1) = 0
(n = 0, 1, 2, . . .),

where A2n+1 = P2n(0)−P2n+2(0) andwhere Bn(r) is to be continuous on the interval
0 ≤ r ≤ 1.

(b) Solve the differential equation in part (a) by adding a particular solution of it
to the general solution of the complementary equation (compare with Problem 2,
Sec. 46).Thenapply the required conditionson Bn(r), stated inpart (a), to complete
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the solution of the initial value problem in ordinary differential equations there.
Thus arrive at the desired temperature function:

u(r, θ) = q0

2

∞ 
n=0

P2n(0)− P2n+2(0)

(2n− 1)(n+ 2) (r
2 − r 2n+1) P2n+1(cos θ).

Suggestion: Observe that the differential equation in part (a) has a particular
solution of the form Bn(r) = ar 2, where a is a constant. Also, note that the complemen-
tary equation in part (b) is of Cauchy-Euler type, and solve it by the method described
in Problem 1, Sec. 44.

5. Verify expression (12) in Sec. 108, regarding the resultant rate of flow through the
hemispherical surface r = 1, 0 < θ < π/2 in Example 2 in that section.

Suggestion: Use the fact that the horizontal distance from the z axis to a point
on the hemispherical surface is sin θ , as shown in Fig. 77.



CHAPTER

11
VERIFICATION
OF SOLUTIONS
AND UNIQUENESS

In this chapter, we examine in some detail the question of verifying solutions of
boundary value problems. Careful verifications of the solutions of the two bound-
ary value problems solved in Chap. 4, where the Fourier method was introduced,
will be made. More precisely, the solutions found for the temperature problem in
Sec. 36 and the vibrating string problem in Sec. 37 will be verified.

We shall also consider the question of establishing that a solution of a given
problem is the only possible solution. A multiplicity of solutions may actually
arise when the statement of the problem does not demand adequate continuity or
boundedness of a solution and its derivatives. This was illustrated in Problem 7,
Sec. 58.

We begin the chapter with an important theorem that enables us to establish
uniform convergence of solutions obtained in the form of series and is often useful
in both verifying such a solution and proving that it is unique.

109. ABEL’S TEST FOR UNIFORM

CONVERGENCE

We start here with some needed background on uniform convergence. Let sn(x)
denote the sum of the first n terms of a series

∞ 
i=1

Xi (x)(1)

of functions Xi (x) that converges to a sum s(x):

sn(x) =

n 
i=1

Xi (x), s(x) = lim
n→∞

sn(x).(2)

362
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Suppose that the series converges uniformly with respect to x for all x in
some set. Then (see Sec. 17), for each positive number ε, there exists a positive
integer nε, independent of x, such that

| s(x) − sn(x)| < ε whenever n> nε(3)

for every x in the set. The following lemma, known as the Cauchy criterion, pro-
vides us with an alternative characterization of uniform convergence.

Lemma . A necessary and sufficient condition for the uniform convergence

of series (1) on a given set is that for each positive number ε, there exists a positive
integer nε, independent of x, such that for all points x in the set and all positive

integers j,

|sn+ j (x) − sn(x)| < ε whenever n > nε.(4)

To verify the necessity of condition (4), we assume that condition (3) is
satisfied and let j denote any positive integer. Since

|sn+ j − sn| = |(sn+ j − s) + (s − sn)| ≤ |s − sn+ j | + |s − sn|,

we find that

|sn+ j − sn| < 2ε whenever n > nε;

and since ε is an arbitrary positive number, this is the same as statement (4).
To show that condition (4) is also sufficient for uniform convergence, we

assume that condition (4) holds and recall from calculus that it is sufficient for the
pointwise convergence of series (1). Hence it implies that the sum s(x), defined
by means of the second of equations (2), exists. Keeping n fixed in inequality (4)
and letting j tend to infinity, we now have the inequality

| s(x) − sn(x)| ≤ ε whenever n > nε

if x is in the set. That is, since ε is arbitrary, series (1) converges uniformly.
Note that x here may equally well denote elements (x1, x2, . . . , xN) of some

set in N-dimensional space. The uniform convergence is then with respect to all
N variables x1, x2, . . . , xN together.

We now derive a test for the uniform convergence of infinite series whose
terms are products of certain types of functions. Its application in verifying formal
solutions of boundary value problems will be illustrated in Sec. 110. The test,
known as Abel’s test,† involves functions in a sequence Ti (t) (i = 1, 2, . . .) which
is uniformly bounded for all points t in an interval. That is, there exists a positive
constant M, independent of i , such that

|Ti (t)|<M (i = 1, 2, . . .)(5)

for all t in the interval. The sequence is, moreover, monotonic with respect to i .
Thus, for every t in the interval, either

Ti+1(t) ≤ Ti (t) (i = 1, 2, . . .)(6)

†Niels Henrik Abel (1802–1829), Norwegian, pronounced ah-bel .
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or

Ti+1(t) ≥ Ti (t) (i = 1, 2, . . .).(7)

Westate the test as a theoremwhich shows thatwhen the termsof auniformly
convergent series are multiplied by functions Ti (t) of the type just described, the
new series is also uniformly convergent.

Theorem. The series
∞ 
i=1

Xi (x)Ti (t)(8)

converges uniformly with respect to the two variables x and t together in a region R

of the xt plane if the following two conditions are satisfied:

(i) the series

∞ 
i=1

Xi (x)

converges uniformly with respect to x for all x such that (x, t) is in R;

(i i) the functions Ti (t) are uniformly bounded and monotonic with respect to i

(i = 1, 2, . . .) for all t such that (x, t) is in R.

To start the proof, we let Sn denote partial sums of series (8):

Sn(x, t) =

n 
i=1

Xi (x)Ti (t).

In view of the lemma above, the uniform convergence of that series will be es-
tablished if we prove that to each positive number ε there corresponds a positive
integer nε, independent of x and t , such that

|Sm(x, t) − Sn(x, t)| < ε whenever n > nε,

for all integers m= n+ 1, n+ 2, . . . and for all points (x, t) in R.
We write the partial sum

sn(x) = X1(x) + X2(x) + · · · + Xn(x).

Then, for each pair of integers m and n (m> n),

Sm − Sn = Xn+1Tn+1 + Xn+2Tn+2 + · · · + XmTm

= (sn+1 − sn)Tn+1 + (sn+2 − sn+1)Tn+2 + · · · + (sm − sm−1)Tm

= (sn+1 − sn)Tn+1 + (sn+2 − sn)Tn+2 − (sn+1 − sn)Tn+2

+ · · · + (sm − sn)Tm − (sm−1 − sn)Tm.

By pairing alternate terms here, we find that

Sm − Sn = (sn+1 − sn)(Tn+1 − Tn+2) + (sn+2 − sn)(Tn+2 − Tn+3)(9)

+ · · · + (sm−1 − sn)(Tm−1 − Tm) + (sm − sn)Tm.
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Suppose now that the functions Ti are nonincreasing with respect to i , so that
they satisfy condition (6), and that they also satisfy the uniform boundedness
condition (5). Then the factors Tn+1 − Tn+2,Tn+2 − Tn+3, etc., in equation (9)
are nonnegative, and |Ti (t)|<M. Since the series with terms Xi (x) converges
uniformly, an integer nε exists such that

|sn+ j (x) − sn(x)| <
ε

3M
whenever n > nε,

for all positive integers j, where ε is any given positive number and nε is indepen-
dent of x. Then if n > nε and m> n, it follows from equation (9) that

|Sm − Sn| <
ε

3M
[(Tn+1 − Tn+2) + (Tn+2 − Tn+3) + · · · + |Tm|]

=
ε

3M
(Tn+1 − Tm + |Tm|) ≤

ε

3M
(|Tn+1| + 2|Tm|).

Hence,

|Sm(x, t) − Sn(x, t)| < ε whenever m> n > nε;

and the uniform convergence of series (8) is established.
The proof is similar when the functions Ti are nondecreasing with respect

to i .
When x is kept fixed, the series with terms Xi is a series of constants; and the

only requirement placed on it is that it be convergent. Then the theorem shows
that when Ti are bounded and monotonic, the series of terms XiTi (t) is uniformly
convergent with respect to t .

Extensions of the theorem to cases in which Xi are functions of x and t ,
or both Xi and Ti are functions of several variables, become evident when it is
observed that our proof rests on the uniform convergence of the series of terms Xi
and the bounded monotonic nature of the functions Ti .

110. VERIFICATION OF SOLUTION

OF TEMPERATURE PROBLEM

We turn now to the full verification of the solution of the temperature problem

ut (x, t) = kuxx(x, t) (0 < x < c, t > 0),(1)

ux(0, t) = 0, ux(c, t) = 0 (t > 0),(2)

u(x, 0) = f (x) (0 < x < c)(3)

that was obtained in Sec. 36. We recall from Example 1 in Sec. 34 that the contin-
uous functions

u0 = 1, un = exp

 
−
n2π2k

c2
t

 
cos
nπx

c
(n = 1, 2, . . .)(4)

satisfy the homogeneous conditions (1) and (2). In that example, the superposi-
tion theorem in Sec. 33 was, moreover, used to show how the generalized linear
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combination

u = A0 u0 +

∞ 
n=1

An un(5)

formally satisfies conditions (1) and (2). Expression (5), when written as

u(x, t) = A0 +

∞ 
n=1

An exp

 
−
n2π2k

c2
t

 
cos
nπx

c
,(6)

then gave us the formal solution of the boundary value problem when its coeffi-
cients were assigned the values (see Sec. 36)

A0 =
1

c

 c

0

f (x) dx, An =
2

c

 c

0

f (x) cos
nπx

c
dx (n = 1, 2, . . .).(7)

We assume here that f is piecewise smooth (Sec. 9) on 0 < x < c. Also, at
a point of discontinuity of f in that interval, we define f (x) as the mean value of
the one-sided limits f (x +) and f (x −). Note how it follows from expressions (7)
that

|A0| ≤
1

c

 c

0

| f (x)| dx, |An| ≤
2

c

 c

0

| f (x)| dx (n = 1, 2, . . .)

and hence that there is a positive constant M, independent of n, such that

|An| ≤ M (n = 0, 1, 2, . . .).(8)

We begin our verification by showing that series (5), with coefficients (7),
actually converges in the region 0 ≤ x ≤ c, t > 0 of the xt plane and that it satisfies
the homogeneous conditions (1) and (2). To accomplish this, we first note from
expressions (4) and inequalities (8) that if t0 is a fixed positive number,

|Anun| ≤ Mexp

 
−
n2π2k

c2
t0

 
(n = 0, 1, 2, . . .)(9)

whenever 0 ≤ x ≤ c and t ≥ t0 (Fig. 78). An application of the ratio test shows
that the series

∞ 
n=0

ni exp

 
−
n2π2k

c2
t0

 
(10)

of constants converges when i is any nonnegative integer and, in particular, when
i = 0. So we know from the comparison and absolute convergence tests that
the series (5) converges when 0≤ x≤ c, t ≥ t0. One can use series (10) and the
Weierstrass M-test (Sec. 17) to show that the series

∞ 
n=0

(Anun)x,

∞ 
n=0

(Anun)xx(11)
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O

t0

t

c x

0 ⭐ x ⭐ c, t 艌 t0

FIGURE 78

of derivatives converge uniformly on the interval 0 ≤ x ≤ c for any fixed t (t ≥ t0).
Likewise, the series

∞ 
n=0

(Anun)t(12)

converges uniformly on the semi-infinite interval t ≥ t0 for any fixed x (0 ≤ x ≤ c).
The uniformity of the convergence of these series ensures that series (5) is

differentiable twice with respect to x and once with respect to t , provided that
0≤ x≤ c, t ≥ t0. Consequently, if we write

L= k
∂2

∂x2
−

∂

∂t

and note that Lun = 0 (n = 0, 1, 2, . . .), it follows from the superposition theorem
in Sec. 33 that Lu = 0 when 0 ≤ x ≤ c, t ≥ t0. Thus series (5) converges and
satisfies the heat equation (1) in the domain 0 < x < c, t > 0 since the positive
number t0 can be chosen arbitrarily small.

Writing L= ∂/∂x and again using the theorem in Sec. 33, we see that series
(5) also satisfies boundary conditions (2). Observe that since the first of series
(11) is uniformly convergent on the interval 0≤ x≤ c for any fixed t (t ≥ t0),
the derivative ux(x, t) of series (5) is continuous in x on that interval. Hence the
one-sided limits

ux(0+, t) = lim
x→0
x>0

ux(x, t), ux(c−, t) = lim
x→c
x<c

ux(x, t)

at the endpoints of the interval 0≤ x≤ c (t ≥ t0) exist and have the values ux(0, t)
and ux(c, t), respectively. Since conditions (2) are satisfied and since t0 can be
chosen arbitrarily small, then,

ux(0+, t) = 0, ux(c−, t) = 0 (t > 0).(13)

In seeking solutions of boundary value problems, we tacitly require that those
solutions satisfy such continuity conditions at boundary points. Thus, when con-
ditions (2) are part of a boundary value problem, it is understood that conditions
(13) must also be satisfied. As we have just seen, series (5) has that property.
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The nonhomogeneous condition (3) is clearly satisfied by our solution since
series (6) reduces to the Fourier cosine series

A0 +

∞ 
n=1

An cos
nπx

c
(0 < x < c)(14)

for f when t = 0; and Theorem 2 in Sec. 15 ensures that series (14) converges to
f (x) when 0< x< c.

It remains to show that

u(x, 0+ ) = f (x) (0 < x < c).(15)

This is a continuity requirement that must be satisfied when t = 0, just as
conditions (13) must hold on the faces x = 0 and x = c. One can show that
solution (6) has this property by appealing to Abel’s test in Sec. 109. According
to that test, the series formed by multiplying the terms of a convergent series of
constants, such as series (14) with x fixed, by corresponding terms of a bounded
sequence of functions of t whose values never increase with n, such as

exp

 
−
n2π2k

c2
t

 
(n = 0, 1, 2, . . .),

is uniformly convergent with respect to t . So, for any fixed x (0< x< c), the series
in expression (6) converges uniformly with respect to t when t ≥ 0 and thus
represents a function that is continuous in t (t ≥ 0). This shows that our solution
u(x, t) is continuous in t when t ≥ 0, in particular when t = 0. That is,

lim
t→0
t>0

u(x, t) = u(x, 0),

or u(x, 0+) = u(x, 0), for each fixed x (0< x< c). Property (15) now follows from
the fact that u(x, 0) = f (x) (0 < x < c). This completes the verification that the
function (6), with coefficients (7), is a solution of the boundary value problem
(1)–(3).

111. UNIQUENESS OF SOLUTIONS

OF THE HEAT EQUATION

Let D denote the domain consisting of all points interior to a closed surface S;
and let Dbe the closure of that domain, consisting of all points in Dand all points
on S. We assume always that the closed surface S is piecewise smooth. That is, it
is a continuous surface consisting of a finite number of parts over each of which
the outward unit normal vector exists and varies continuously from point to point.
Then if U is a function of x, y, and z which is continuous in D, together with its
partial derivatives of the first and second order, a special case of Green’s identity
that we shall need here states that  

S

U
dU

dn
dA=

   
D

 
U∇2U +U2x +U2y +U2z

 
dV.(1)
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Here dAis the area element on S, the symbol dV represents dx dy dz, and dU/dn
is the derivative in the direction of the outward unit vector normal to S.†

Consider a homogeneous solid whose interior is the domain D and whose
temperatures at time t are denoted by u(x, y, z, t). A fairly general problem in
heat conduction is the following:

ut = k∇2u+ q(x, y, z, t) [(x, y, z) in D, t > 0],(2)

u(x, y, z, 0) = f (x, y, z) [(x, y, z) in D],(3)

u = g(x, y, z, t) [(x, y, z) on S, t ≥ 0].(4)

This is the problem of determining temperatures in a body, with prescribed initial
temperatures f (x, y, z) and surface temperatures g(x, y, z, t), interior to which
heat may be generated continuously at a rate per unit volume proportional to
q(x, y, z, t).

Suppose that the problem has two solutions

u = u1(x, y, z, t), u = u2(x, y, z, t)

where both u1 and u2 are continuous functions in the closed region Dwhen t ≥ 0,
while their derivatives of the first order with respect to t and of the first and second
order with respect to x, y, and z are continuous in Dwhen t > 0. Since u1 and u2
satisfy the linear equations (2), (3), and (4), their difference

U(x, y, z, t) = u1(x, y, z, t) − u2(x, y, z, t)

satisfies the homogeneous problem

Ut = k∇2U [(x, y, z) in D, t > 0],(5)

U(x, y, z, 0) = 0 [(x, y, z) in D],(6)

U = 0 [(x, y, z) on S, t ≥ 0].(7)

Moreover, U and its derivatives have the continuity properties of u1 and u2
assumed above.

We shall now show that U = 0 in D when t > 0, so that the two solutions
u1 and u2 are identical. That is, not more than one solution of the boundary value
problem in u can exist if the solution is required to satisfy the stated continuity
conditions.

The continuity ofU with respect to x, y, z, and t together in the closed region
Dwhen t ≥ 0 implies that the integral

I(t) =
1

2

   
D

[U(x, y, z, t)]2 dV(8)

†Identity (1) is found by applying Gauss’s divergence theorem to the vector field U gradU. See the

book by Taylor and Mann (1983, pp. 492–493), listed in the Bibliography.
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is a continuous function of t when t ≥ 0; and, according to equation (6), I(0) = 0.
Also, in view of the continuity ofUt when t > 0, we may use equation (5) to write

I  (t) =

   
D

UUt dV = k

   
D

U ∇2U dV (t > 0).

Identity (1) applies to the last integral here because of the continuity of the deriva-
tives of U when t > 0. Thus,   

D

U ∇2U dV =

  
S

U
du

dn
dA−

   
D

 
U2x +U2y +U2z

 
dV(9)

when t > 0. But U = 0 on S, and k> 0; consequently,

I  (t) = −k

   
D

 
U2x +U2y +U2z

 
dV ≤ 0.

The mean value theorem for derivatives applies to I(t). That is, for each
positive t , a number t1 (0 < t1 < t) exists such that

I(t) − I(0) = tI  (t1);

and since I(0) = 0 and I  (t1) ≤ 0, it follows that I(t) ≤ 0. However, definition (8)
of the integral shows that I(t) ≥ 0. Therefore,

I(t) = 0 (t ≥ 0);

and so the nonnegative integrandU 2 cannot have a positive value at any point in
D. For if it did, the continuity ofU 2 would require thatU 2 be positive throughout
some neighborhood of the point, and that would mean I(t)> 0. Consequently,

U(x, y, z, t) = 0 [(x, y, z) in D, t ≥ 0];

and we arrive at the following theorem on uniqueness.

Theorem 1. Let a function u= u(x, y, z, t) satisfy these conditions of regu-

larity:

(i) it is a continuous function of the variables x, y, z, and t together when the

point (x, y, z) is in the closure D of a given domain D and t ≥ 0;

(ii) the derivatives of u appearing in the heat equation (2) are continuous in the
same sense when t > 0.

If u is a solution of the boundary value problem (2)–(4), it is the only possible
solution satisfying conditions (i) and (ii).

When conditions (i) and (ii) in Theorem 1 are added to the requirement that
u is to satisfy the heat equation and the boundary conditions, our boundary value
problem is completely stated; and u will be the only possible solution if it exists.

The condition that u be continuous in Dwhen t = 0 restricts the usefulness
of our theorem. It is clearly not satisfied if the initial temperature function f
in condition (3) fails to be continuous throughout D, or if at some point on S
the initial value g(x, y, z, 0) of the prescribed surface temperature differs from
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the value f (x, y, z). The continuity requirement at t = 0 can be relaxed in some
cases.†

The proof of Theorem 1 required that the integral  
S

U
dU

dn
dA

in equation (9) either vanish or have a negative value. It vanished becauseU = 0
on S. Note that it is never positive if condition (4) is replaced by the boundary
condition

du

dn
+ hu = g(x, y, z, t) [(x, y, z) on S, t > 0](10)

where h ≥ 0, since in that case dU/dn = −hU and UdU/dn ≤ 0 on S. Thus, our
theorem can be modified as follows.

Theorem 2. The conclusion in Theorem 1 is true if boundary condition (4)
is replaced by condition (10) or if condition (4) is satisfied on part of the surface S
and condition (10) is satisfied on the rest.

EXAMPLE. In the problem of temperature distribution throughout a slab
with insulated faces x = 0 and x = c and initial temperatures f (x) (Sec. 110),
write c = π and assume that f is continuous and f  is piecewise continuous on the
interval 0 ≤ x ≤ π . Then the Fourier cosine series for f converges uniformly to
f (x) on that interval (Sec. 17). Let u(x, t) denote the sum of the series

A0 +

∞ 
n=1

An e
−n2kt cos nx (0 ≤ x ≤ π, t ≥ 0),(11)

which is the formal solution (6), Sec. 110, of the boundary value problem when
c = π , the constants 2A0 and An (n = 1, 2, . . .) being the coefficients in the Fourier
cosine series for f on 0 < x < π .

One can see fromAbel’s test (Sec. 109) that series (11) converges uniformly
with respect to x and t together in the region 0 ≤ x ≤ π , t ≥ 0 of the xt plane;
and so u is continuous there. When t ≥ t0, where t0 is any positive number, the
series obtained by differentiating series (11) term by term any number of times
with respect to x to t is uniformly convergent, according to theWeierstrassM-test
(Sec. 17). Consequently, we now know that u satisfies all of the equations in the
boundary value problem (compare with Sec. 110) and also that ut , ux, and uxx are
continuous functions in the region 0≤ x≤π , t > 0. Thus u satisfies the regularity
conditions (i) and (ii) stated in Theorem 1, and Theorem 2 applies to show that
the sum u(x, t) of series (11) is the only solution that satisfies those conditions.

†Integral transforms can sometimes be used to prove uniqueness of solutions of certain types of

boundary value problems. This is illustrated in the book by Churchill (1972, Sec. 79), listed in the

Bibliography.
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112. VERIFICATION OF SOLUTION

OF VIBRATING STRING PROBLEM

In this section, we shall verify the formal solution that we found in Sec. 37 for the
boundary value problem

ytt (x, t) = a2yxx(x, t) (0 < x < c, t > 0),(1)

y(0, t) = 0, y(c, t) = 0,(2)

y(x, 0) = f (x), yt (x, 0) = 0.(3)

Thegiven function f wasassumed tobe continuouson the interval 0 ≤ x ≤ c;
also, f (0) = f (c) = 0. Assuming further that f  is at least piecewise continuous,we
know (Sec. 15) that f (x) is represented by its Fourier sine series when 0 ≤ x ≤ c.
The coefficients

Bn =
2

c

 c

0

f (x) sin
nπx

c
dx (n = 1, 2, . . .)(4)

in that series are the ones in the series solution

y(x, t) =

∞ 
n=1

Bn sin
nπx

c
cos
nπat

c
(5)

that we obtained. So when t = 0, the series in expression (5) converges to f (x);
that is, y(x, 0) = f (x) when 0 ≤ x ≤ c.

The nature of the problem calls for a solution y(x, t) that is continuous in x
and t when 0 ≤ x ≤ c and t ≥ 0 and is such that yt (x, t) is continuous in t at t = 0.
Hence the prescribed boundary values in conditions (2) and (3) are also limiting
values on the boundary of the domain 0 < x < c, t > 0:

y(0+, t) = 0, y(c−, t) = 0 (t ≥ 0),

y(x, 0 +) = f (x), yt (x, 0 +) = 0 (0 ≤ x ≤ c).

In order to verify that series (5) represents a solution, we must prove that
it converges to a continuous function y(x, t) satisfying the wave equation (1) and
all of the boundary conditions. But series (5), with coefficients (4), can fail to be
twice differentiable with respect to x and t even when it has a sum that satisfies
the wave equation. This is, in fact, the case with the solution in the example in
Sec. 37, where the coefficients Bn were found to be

Bn =
8h

n2π2
sin
nπ

2
(n = 1, 2, . . .).

After series (5) is differentiated twice with respect to x or t when those values
of Bn are used, it is apparent that the resulting series cannot converge since its
nth term does not tend to zero. The closed form of series (5) that was obtained in
Sec. 45 will, however, enable us to verify our solution. That closed form was

y(x, t) =
1

2
[F(x + at) + F(x − at)],(6)
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where F is the odd periodic extension of f , with period 2c:

F(x) = f (x) when 0 ≤ x ≤ c(7)

and

F(−x) = −F(x), F(x + 2c) = F(x) for all x.(8)

We turn now to the verification of our solution in the form (6). From our
assumption that f is continuous when 0≤ x≤ c and that f (0)= f (c)= 0, we see
that the odd periodic extension F is continuous for all x (Fig. 79). Let us also
assume that f  and f   are continuous when 0 ≤ x ≤ c and that

f   (0) = f   (c) = 0.

⫺c c x2cO

y

y ⫽ F(x)

y ⫽ f (x)

FIGURE 79

It is then easy to show that the derivatives F  and F   are continuous everywhere.
For, by recalling that F(x) = −F(−x) and then applying the chain rule, one can
write

F  (x) = −
d

dx
F(−x) = F  (−x),

where F  (−x) denotes the derivative of F evaluated at −x. Thus F  is an even
periodic function; likewise, F   is an odd periodic function. Consequently, F  and
F   are continuous, as indicated in Fig. 80.

O

F'(x)

⫺c c 2c x

O

F"(x)

⫺c c 2c x

FIGURE 80

In order to show that the function (6) satisfies thewave equation (1), we need
only refer to Sec. 30. It was shown there that the general solution of equation (1)
has the form

y(x, t) = φ(x + at) + ψ(x − at),
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where the arbitrary functions φ(u) and ψ(v) are twice differentiable. The func-
tion (6) evidently has that form. Furthermore, because F is continuous for all x, the
function (6) is continuous for all x and t , in particular when 0 ≤ x ≤ c and t ≥ 0.

While it is evident from series (5) that our solution y(x, t) satisfies the con-
ditions y(0, t) = y(c, t) = 0 and y(x, 0) = f (x), expression (6) can also be used to
verify this. For example, when x = c in expression (6), one can write

F(c − at) = −F(−c + at) = −F(−c + at + 2c) = −F(c + at).

Therefore,

y(c, t) =
1

2
[F(c + at) − F(c + at)] = 0.

As for the final boundary condition yt (x, 0) = 0, we observe that

yt (x, t) =
a

2
[F  (x + at) − F  (x − at)].

Hence yt (x, 0)= 0, and the continuity of F  ensures that yt (x, t) is continuous.
The function (6) is now fully verified as a solution of the boundary value problem
(1)–(3). In Sec. 113, we shall show why it is the only possible solution which,
togetherwith its derivatives of the first and second order, is continuous throughout
the region 0 ≤ x ≤ c, t ≥ 0 of the xt plane.

113. UNIQUENESS OF SOLUTIONS

OF THEWAVE EQUATION

Consider the following generalization of the problem verified in Sec. 112 for the
transverse displacements in a stretched string:

ytt (x, t) = a2yxx(x, t) + φ(x, t) (0 < x < c, t > 0),(1)

y(0, t) = p(t), y(c, t) = q(t) (t ≥ 0),(2)

y(x, 0) = f (x), yt (x, 0) = g(x) (0 ≤ x ≤ c).(3)

Here we require y to be of class C 2 in the region R : 0 ≤ x ≤ c, t ≥ 0, by which
we shall mean that y and its derivatives of the first and second order, including yxt
and ytx, are to be continuous functions in R. The prescribed functions φ, p,q, f ,
and g must be restricted if the problem is to have a solution of class C 2.

Suppose that there are two solutions y1(x, t) and y2(x, t) in that class. Then
the difference

Y(x, t) = y1(x, t) − y2(x, t)

is of class C 2 inR and satisfies the homogeneous problem

Ytt (x, t) = a2Yxx(x, t) (0 < x < c, t > 0),(4)

Y(0, t) = 0, Y(c, t) = 0 (t ≥ 0),(5)

Y(x, 0) = 0, Yt (x, 0) = 0 (0 ≤ x ≤ c).(6)

We shall prove that Y = 0 throughout R; thus y1 = y2, as stated in the following
theorem.
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Theorem. The boundary value problem (1)–(3) cannot have more than one
solution of class C 2 in R.

To start the proof, we note that the integrand of the integral

I(t) =
1

2

 c

0

 
Y2x +

1

a2
Y2t

 
dx (t ≥ 0)(7)

satisfies conditions such that

I  (t) =

 c

0

 
YxYxt +

1

a2
YtYtt

 
dx.(8)

Since Ytt = a2Yxx and Yxt = Ytx, the integrand here can be written

YxYtx + YtYxx =
∂

∂x
(YxYt ).

So in view of equations (5), from which it follows that

Yt (0, t) = 0, Yt (c, t) = 0,

one can write

I  (t) = Yx(c, t)Yt (c, t) − Yx(0, t)Yt (0, t) = 0.(9)

Hence I(t) is a constant. But equation (7) shows that I(0) = 0 becauseY(x, 0) = 0,
and so Yx(x, 0) = 0; also, Yt (x, 0) = 0. Thus I(t) = 0. The nonnegative continuous
integrand of that integral must, therefore, vanish; that is,

Yx(x, t) = Yt (x, t) = 0 (0 ≤ x ≤ c, t ≥ 0).

SoY is constant. In fact,Y(x, t)= 0 sinceY(x, 0) = 0; and the proof of the theorem
is complete.

If yx, instead of y, is prescribed at the endpoint in either or both of conditions
(2), the proof of uniqueness is still valid because condition (9) is again satisfied.

The requirement of continuity on derivatives of y is severe. Solutions of
many simple problems involving a wave equation have discontinuities in their
derivatives.
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APPENDIX 2

SOME FOURIER

SERIES EXPANSIONS

Some of the Fourier series expansions found in this book are listed on this and the

following page.

Fourier Cosine Series

x =
π

2
−

4

π

∞ 
n=1

cos(2n− 1)x

(2n− 1)2
(0 < x < π)

π − x =
π

2
+

4

π

∞ 
n=1

cos(2n− 1)x

(2n− 1)2
(0 < x < π)

x
2 =

c
2

3
+
4c2

π2

∞ 
n=1

(−1)n

n
2

cos
nπx

c

(0 < x < c)

x
4 =

π4

5
+ 8

∞ 
n=1

(−1)n
(nπ)2 − 6

n
4

cos nx (0 < x < π)

cos ax =
2a sin aπ

π

 
1

2a2
+

∞ 
n=1

(−1)n+1

n
2 − a

2
cos nx

 
(0 < x < π),

where a  = 0,±1,±2, . . .

cosh ax =
sinh aπ

aπ

 
1+ 2a2

∞ 
n=1

(−1)n

a
2 + n

2
cos nx

 
(0 < x < π),

where a  = 0

sin x =
2

π
−

4

π

∞ 
n=1

cos 2nx

4n2 − 1
(0 < x < π)
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Fourier Sine Series

1 =
4

π

∞ 
n=1

sin(2n− 1)x

2n− 1
(0 < x < π)

x = 2

∞ 
n=1

(−1)n+1

n

sin nx (0 < x < π)

π − x = 2

∞ 
n=1

sin nx

n

(0 < x < π)

x
2 = 2c2

∞ 
n=1

 
(−1)n+1

nπ
− 2

1− (−1)n

(nπ)3

 
sin

nπx

c

(0 < x < c)

x(2c − x) =
32 c2

π3

∞ 
n=1

1

(2n− 1)3
sin

(2n− 1)πx

2c
(0 < x < 2c)

x
3 = 2

∞ 
n=1

(−1)n+1
(nπ)2 − 6

n
3

sin nx (0 < x < π)

x(π2 − x
2) = 12

∞ 
n=1

(−1)n+1

n
3

sin nx (0 < x < π)

x(1− x
2) =

12

π3

∞ 
n=1

(−1)n+1

n
3

sin nπx (0 < x < 1)

x(x − 1)(x − 2) =
12

π3

∞ 
n=1

sin nπx

n
3

(0 < x < 1)

cosπx =
8

π

∞ 
n=1

n

4n2 − 1
sin 2nπx (0 < x < 1)

sinh ax =
2 sinh aπ

π

∞ 
n=1

(−1)n+1
n

a
2 + n

2
sin nx (0 < x < π)

Fourier Series

e
ax =

sinh aπ

aπ
+
2 sinh aπ

π

∞ 
n=1

(−1)n

a
2 + n

2
(a cos nx− n sin nx) (−π < x < π),

where a  = 0

e
x =

sinh c

c

+2 sinh c

∞ 
n=1

(−1)n

c
2 + (nπ)2

 
c cos

nπx

c

− nπ sin
nπx

c

 
(−c < x < c)



APPENDIX 3

SOLUTIONS OF

SOME REGULAR

STURM-LIOUVILLE

PROBLEMS

The eigenvalues and normalized eigenfunctions, together with weight functions,

of some of the regular Sturm-Liouville problems solved in this book are listed in

appendix.

1. X   + λX= 0, X  (0) = 0, hX(c) + X  (c) = 0 (h > 0).

Solutions: Weight function p(x) = 1;

λn = α2
n, φn(x) =

 
2h

hc + sin2
αnc

cosαnx (n = 1, 2, . . .),

where tanαnc = h

αn
(αn > 0).

2. X   + λX= 0, X(0) = 0, hX(1) + X  (1) = 0 (h > 0).

Solutions: Weight function p(x) = 1;

λn = α2
n, φn(x) =

 
2h

h + cos2 αn
sinαnx (n = 1, 2, . . .),

where tanαn = −αn

h
(αn > 0).

3. (xX  ) + λ

x
X= 0, X  (1) = 0, X(b) = 0.

Solutions: Weight function p(x) = 1

x
;

λn = α2
n, φn(x) =

 
2

ln b
cos(αn ln x) (n = 1, 2, . . .),

where αn = (2n − 1)π

2 lnb
.
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4. (xX  ) + λ

x
X= 0, X(1) = 0, X(b) = 0.

Solutions: Weight function p(x) = 1

x
;

λn = α2
n, φn(x) =

 
2

ln b
sin(αn ln x) (n = 1, 2, . . .),

where αn = nπ

ln b
.

5. (xX  ) + λ

x
X= 0, X  (1) = 0, hX(b) + X  (b) = 0 (h > 0).

Solutions: Weight function p(x) = 1

x
;

λn = α2
n, φn(x) =

 
2hb

hb ln b+ sin2
(αn ln b)

cos(αn ln x) (n = 1, 2, . . .),

where tan (αn ln b) = hb

αn
(αn > 0).

6. X   + λX= 0, X  (0) = 0, X(c) = 0.

Solutions: Weight function p(x) = 1 ;

λn = α2
n, φn(x) =

 
2

c
cosαnx (n = 1, 2, . . .),

where αn = (2n − 1)π

2c
.

7. X   + λX = 0, X(0) = 0, X  (c) = 0.

Solutions: Weight function p(x) = 1 ;

λn = α2
n, φn(x) =

 
2

c
sinαnx (n = 1, 2, . . .),

where αn = (2n − 1)π

2c
.

8. X   + λX = 0, X(0) = 0, X(1) − X  (1) = 0.

Solutions: Weight function p(x) = 1 ;

λ0 = 0, λn = α2
n (n = 1, 2, . . .),

φ0(x) =
√
3 x, φn(x) =

 
2
 
α2
n + 1

 
αn

sinαnx (n = 1, 2, . . .),

where tanαn = αn (αn > 0).
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9. X   + λX = 0, hX(0) − X  (0) = 0 (h > 0), X(1) = 0.

Solutions: Weight function p(x) = 1 ;

λn = α2
n, φn(x) =

 
2h

h + cos2 αn
sinαn(1 − x) (n = 1, 2, . . .),

where tanαn = −αn

h
(αn > 0).

10. (x2X  ) + λX = 0, X(1) = 0, X(b) = 0.

Solutions: Weight function p(x) = 1 ;

λn = 1

4
+ α2

n, φn(x) =
 

2

x ln b
sin(αn ln x) (n = 1, 2, . . .),

where αn = nπ

ln b
.





APPENDIX 4

SOME FOURIER-BESSEL

SERIES EXPANSIONS

Some of the Fourier-Bessel series expansions found in this book are listed in this
appendix.

1. 1 =
2

c

∞ 
j=1

J0(α j x)

α j J1(α j c)
(0 < x < c),

where J0(α j c) = 0 (α j > 0).

2. x =
2

3
+ 2

∞ 
j=2

 
α j J0(α j ) −

 α j

0

J0(s) ds

 
J0(α j x)

α3
j [J0(α j )]2

(0 < x < 1),

where J1(α j ) = 0 (α j > 0).

3. f (x) =

 
x4 when 0 < x < 1,

0 when 1 < x < 2,
and f (1) =

1

2
.

f (x) =
1

2

∞ 
j=1

α j J5(α j ) J4(α j x)

(α2
j − 4) [J4(2α j )]2

(0 < x < 2),

where J  

4(2α j ) = 0 (α j > 0).

4. x = 2

∞ 
j=1

 
1 −

1

α2
j J1(α j )

 α j

0

J0(s) ds

 
J0(α j x)

α j J1(α j )
(0 < x < 1),

where J0(α j ) = 0 (α j > 0).

5. x2 =
c2

2
+ 4

∞ 
j=2

J0(α j x)

α2
j J0(α j c)

(0 < x < c),

where J1(α j c) = 0 (α j > 0).

6. f (x) =

 
1 when 0 < x < 1,

0 when 1 < x < 2,
and f (1) =

1

2
.

f (x) =
1

2

∞ 
j=1

J1(α j ) J0(α j x)

α j [J1(2α j )]2
(0 < x < 2),

where J0(2α j ) = 0 (α j > 0).
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7. x2 =
2

c

∞ 
j=1

(α j c)
2

− 4

α3
j J1(α j c)

J0(α j x) (0 < x < c),

where J0(α j c) = 0 (α j > 0).

8. c2 − x2 =
8

c

∞ 
j=1

J0(α j x)

α3
j J1(α j c)

(0 < x < c),

where J0(α j c) = 0 (α j > 0).

9. 1 =
2

c

∞ 
j=1

1

α j

·
J1(α j c) J0(α j x)

[J0(α j c)] 2 + [J1(α j c)] 2
(0 < x < c),

where h J0(α j c) + (α j c) J
 

0(α j c) = 0 (h > 0, α j > 0).

10. f (x) =

 
x when 0 < x < 1,

0 when 1 < x < 2,
and f (1) =

1

2
.

f (x) = 2

∞ 
j=1

α j J2(α j ) J1(α j x)

(4α2
j − 1) [J1(2α j )]2

(0 < x < 2),

where J  

1(2α j ) = 0 (α j > 0).

11. xn = 2

∞ 
j=1

α j Jn+1(α j ) Jn(α j x)

(α2
j − n2)[Jn(α j )]2

(n = 1, 2, . . . ; 0 < x < 1),

where J  

n(α j ) = 0 (α j > 0).

12. x = 2

∞ 
j=1

J1(α j x)

α j J2(α j )
(0 < x < 1),

where J1(α j ) = 0 (α j > 0).
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Bessel’s equation solution, 264
Dirichlet’s integral, 164
exponential function expansions, 277
Fourier series, 49–51
improper integrals, 178
ratio test for, 265, 328, 366

Air resistance, vibrating strings with, 144
Alembert, Jean Le Rond d’, 111
Alternating signs

Bessel function derivatives, 286
Legendre polynomials, 349

Antiderivatives, 130n
Antiperiodic functions, 230, 232, 234,

254, 259
Approximate equality symbol, 53
Approximation

best in mean, 200–202
least squares, 200n
of solutions, 117

Average values of functions, 5, 15, 17

B

Bar temperature problems, 129, 355
Bars, vibrating. See Vibrating elastic bars
Bernoulli, Daniel, 111
Bessel functions, 260–325

circular membrane vibration, 321–325
cylinder with internally generated heat,

314–319
cylindrical wedge temperatures, 319–321
defined, 260
differentiation of, 273–274, 286, 292
of the first kind, order ν, 263–266, 271
of the first kind, order n, 266–273
gamma function properties, 261–262, 269
general solutions of Bessel’s equation,

266–269

generating function for, 283
graphs of, 267
integral forms of, 277–283
modified, 271–272, 292
orthogonal sets of, 288–294
orthonormal sets of, 295–298
properties of, 279–281
recurrence relations, 261, 264, 273–277
shrunken fitting temperatures, 312–314
solid cylinder temperatures, 305–312
Weber’s, of the second kind, order

zero, 268
zeros of, 283–288
See also Fourier-Bessel series

Bessel’s equation
defined, 260
general solutions of, 266–269
modified, 272, 283
parametric form of, 271
regular singular points of, 263

Bessel’s inequality, 30, 34, 49, 203–204, 206
Best approximation in the mean, 200–202
Binomial formula, 337
Boundary conditions

Cauchy, 93
Dirichlet, 93
for heat equation, 73–80
linear, 61–62
linear homogeneous, 62, 97, 99
Neumann, 93, 359
periodic, 155–160, 213
Robin, 93
separated, 210
time-dependent, 75–78, 185
types of, 93–94
for wave equation, 82
See also Nonhomogeneous boundary

conditions
Boundary value problems, 113–160

bar temperatures, 118–119
cylindrical coordinates steady

temperatures, 136–140
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Boundary value problems—Cont.

defined, 60
double Fourier series, 152–155
elastic bars, 149–152
historical notes, 111–112
infinite slab temperatures, 104–107
infinite slab with insulated face, 119–121
infinite slab with internally generated

heat, 125–130
infinite slab with prescribed face

temperatures, 114–118
overview, 60–62
with periodic boundary conditions,

155–160, 213
rectangular coordinates steady

temperatures, 131–135
resonance, 146–149
sphere temperatures, 122–125
vibrating string displacements, 107–110,

140–145
See also specific problem types

Bounded solutions, 240–241, 242
Boundedness

of Bessel functions, 279
of linear combinations, 177–178, 182
of piecewise continuous functions, 3
of piecewise smooth functions, 137, 139
uniform, 363, 364, 365
of uniformly continuous functions, 166

Brown, G. H., 127n

C

Cauchy boundary conditions, 93
Cauchy criterion for uniform convergence, 363
Cauchy-Euler equations

in cylindrical coordinates, 136
defined, 139
orthogonal sets of Bessel functions and,

291
semicircular rod steady temperatures, 137
shrunken fitting temperatures, 313
spherical region Dirichlet problems, 353
Sturm-Liouville problems and, 224
thin disk temperatures, 157

Cauchy’s inequality, 48, 194
Chain rule, 70, 88
Churchill problems, 93n
Circular boundaries, periodic boundary

conditions for, 155–160
Circular membranes, vibrating, 321–325
Class C2 solutions, 374, 375
Closed forms of solutions

vibrating elastic bars, 150–151, 254
vibrating strings, 141–142, 372

Closed orthonormal sets of functions, 196,
205n, 208

Closure of domains, 368
Coefficients

of diffusion, 66
thermal, 63, 64

Complementary portion of differential
equations, 148

Complete orthonormal sets of functions,
205, 205n, 206–207, 208

Complex conjugates, 216, 294
Concentration of diffusing substances (u),

66
Conductance, surface, 74
Conductivity, thermal, 63
Cone-shaped boundaries, 333
Conjugates, complex, 216, 294
Constant flux, as boundary condition, 73
Constants

Euler’s, 267–268
Fourier, 196
separation, 105, 260, 319

Continuous eigenvalues, 175
Continuous functions

class C2 solutions, 374, 375
eigenfunction conditions, 211
existence of derivatives and, 26
piecewise, 2–4
uniformly, 166

Continuous spectra, 212
Contradictions, in Bessel function zeros,

284, 294
Convergence, 25–59

absolute, 49–51, 164, 178, 264, 265, 277,
328, 366

on arbitrary intervals, 43–47
differentiation of Fourier series and,

54–55
of Fourier-Bessel series, 300
of Fourier cosine series, 6, 30, 51
of Fourier series, 49–51
of Fourier sine series, 9–10, 30, 51
Fourier theorems and, 35–43
Fourier theorems on, 35–41
Gibbs phenomenon and, 51–54
of improper integrals, 167, 178
of infinite series, 98
integration of Fourier series and, 55–58
of Legendre series, 328
lemmas for, 31–33, 47–49
in the mean, 203–204, 204n
one-sided derivatives and, 25–28
pointwise, 204, 363
uniform, 49–51, 170, 178, 362–365, 363,

368, 371
zero property of coefficients and, 28–31

Convergent series, sums of, 40
Correspondence, tilde symbol for, 5–6
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Cosine function
exponential form, 47, 169
generalized Fourier series

correspondence, 197–199
orthonormal sets of, 192, 193, 197,

198, 207
Riemann-Lebesgue lemma for, 165

Cosine integral formula, 173–174
Cosine series, Fourier. See Fourier cosine

series
Cylinder temperatures

hollow, 159
with insulated surface, 118–119, 307–308
with internally generated heat, 314–316
shrunken fittings, 312–314
with surface at zero, 305–307
with surface heat transfer, 308

Cylindrical coordinates
defined, 68
laplacian in, 68–69, 70–71, 260
steady-state temperature problems in,

136–140
Sturm-Liouville problems in, 244

Cylindrical functions. See Bessel functions
Cylindrical wedges, temperatures in,

319–321
Czarnecki, A., 283n

D

d’Alembert, Jean Le Rond, 111
d’Alembert’s solution, 89
Damped vibrations

circular membranes, 325
strings, 82

Density (δ), 63
Derivatives

continuity requirements, 374, 375
one-sided, 25–28, 32, 37
one-sided limits of, 27–28, 33, 367
See also Differentiation

Determinants, 215
Differential equations. See Ordinary

differential equations; Partial
differential equations

Differential operators, 96, 217, 270
Differentiation

of Bessel functions, 273–274, 286, 292
chain rule for, 70, 88
of differences of functions, 71
of Fourier series, 54–55
Leibnitz’ rule for, 334
of linear combinations, 96
of products of functions, 71
of series, 50, 54–55, 98

Diffusion coefficient, 66
Diffusion equation, 66

Diffusivity, thermal, 64
Dirichlet boundary conditions, 93
Dirichlet kernel, 32
Dirichlet, Peter Gustav Lejeune, 111, 112
Dirichlet problems

in cylindrical coordinates, 136–137
defined, 93
rectangular plate steady temperatures,

131
in spherical regions, 352–356

Dirichlet’s integral, 163–165
Discontinuities

convergence and, 51–53
in derivatives of solutions, 375
singular Sturm-Liouville problems and,

212
Discrete spectra, 213
Disks, thin, temperatures in, 156–159
Divergent sequences of functions, 204n
Domains, closure of, 368
Double Fourier-Bessel series, 321–323
Double Fourier series, 152–155
Duhamel’s principle, 75–78

E

Eigenfunction expansions method. See
Variation of parameters method

Eigenfunctions
defined, 102–103, 211
expansions of, 227–234
linear independence of, 156, 219
real-valued, 218–220
trigonometric, 350–352

Eigenvalue problems. See Sturm-Liouville
problems

Eigenvalues
continuous, 175
defined, 102–103, 211
nonnegative, 220–221

Elastic vibrating bars. See Vibrating elastic
bars

Elasticity, modulus of, 84
Electrostatic potentials

bounded by planes, 131
as harmonic functions, 66, 131
in spherical regions, 352

Elliptic partial differential equations, 92, 93
Epsilon (ε), 53–54
Equality, approximate, symbol for, 53, 189
Equations of motion

elastic bars, 84
membranes, 86
strings, 82, 144

Error function, 184
Error, mean square, 200, 201, 203–204, 205
Euler, Leonhard, 111
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Euler’s constant, 267–268
Euler’s formula, 19, 278, 336
Even functions

Bessel functions as, 267
cosine and sine integral representation, 174
defined, 14
Fourier cosine series and, 16, 18
Legendre series representation, 349
slab temperature problem example, 235

Even integers, in Bessel functions, 275
Even periodic extensions, 6, 44, 150
Exponential form of Fourier series, 47
Exponential form of trigonometric

functions, 47, 169
Exponential Fourier transform of f(x), 169n
Extensions, periodic. See Periodic extensions

F

Flow of heat, 62
Flux of heat

as boundary condition, 73, 358
defined, 62–63
Newton’s law of cooling, 74

Forced vibrations
elastic bars, 255–256
membranes, 86
resonance, 146–149
strings, 82

Formal solutions, 352
cylindrical wedge temperatures, 320–321
defined, 114
with double Fourier series, 153–154
hemisphere temperatures, 357, 359
infinite slab temperatures, 106, 115, 127, 235
rectangular plate steady temperatures,

132, 133
semi-infinite solid temperatures, 183
semi-infinite strip temperatures, 180
semicircular rod temperatures, 139
spherical Dirichlet problems, 354
vibrating circular membranes, 322
vibrating elastic bars, 150
vibrating strings, 108–109, 372

Formulas
Euler’s, 19, 278, 336
Fourier integral, 161–163
Rodrigues’, 333–336

Fourier-Bessel series
circular membrane vibration, 321–323
cylindrical wedge temperatures, 319–321
defined, 298–300
expansions of, 300–305, 387–388
infinite cylinder temperatures, 306–307, 308
semi-infinite half-cylinder

temperatures, 318
Fourier constants, 196, 201, 203

Fourier cosine integral formula, 173–174
Fourier cosine series

on arbitrary intervals, 21, 23
coefficient properties, 28–31
convergence of, 6, 30, 51
defined, 4–8, 13
differentiation of, 55
expansions of, 381
generalized, 197–199
integral forms of Bessel functions and,

278
orthonormal sets and, 205–207
for sine function, 8, 40
zero property of coefficients, 31

Fourier integral formula, 161–163
Fourier integral theorem, 169–173
Fourier integrals, 161–188

cosine and sine integrals, 173–174
Dirichlet’s integral, 163–165
Fourier integral theorem, 169–173
general Fourier integral formula, 161–163
lemmas for theorem, 165–169
superposition of solutions and, 177–179
symmetric form, 172
temperatures in semi-infinite solid,

182–187
temperatures in semi-infinite strip,

179–181
temperatures in unlimited medium,

187–188
unbounded interval eigenvalue

problems, 174–177
Fourier, Jean Baptiste Joseph, viii, ix,

111–112
Fourier method, 95–112

double Fourier series, 152–155
eigenvalues and eigenfunctions, 102–104
historical development, 111–112
linear operators and, 95–97
modified, 245–248, 314–316
superposition principle and, 97–102
temperature of infinite slab, 104–107
vibrating string displacements, 107–110

Fourier series
absolute and uniform convergence of,

49–51
on arbitrary intervals, 20–24
defined, 14–18
differentiation of, 54–55
double, 152–155
expansions of, 381–382
generalized, 195–200, 227–234, 345–347
integration of, 55–58
orthonormal sets and, 198–199, 205–207
validity of, 44, 196

Fourier sine integral formula, 173–174, 183



INDEX 393

Fourier sine series
on arbitrary intervals, 21, 22–23, 24
coefficient properties, 30–31
convergence of, 9–10, 30, 51
defined, 9–12
expansions of, 382
with Fourier-Bessel series, 320–321
generalized, 197, 199
integral forms of Bessel functions and, 278
orthonormal sets and, 205–207
zero property of coefficients, 31

Fourier theorem
on arbitrary intervals, 43–47
defined, 35–38
examples, 39–40
piecewise smooth functions, 38–39

Fourier transform, exponential, 169n
Fourier’s law, 63, 66
Fourier’s ring, 160
Frobenius, method of, 263n
Function spaces, 3, 95, 190
Functions

antiperiodic, 230, 232, 234, 254, 259
average values of, 5, 15, 17
error, 184
even, 14, 16, 18, 174, 235, 267, 349
gamma, 261–262, 269
generating, 283, 340
inner product of, 189–191, 213
Legendre, of the second kind, 331, 333
mean of, 5, 15, 17
normalized, 191, 213, 295
norms of, 190, 196, 200, 297–298, 343–345
odd, 14, 16, 18, 174, 237, 267, 349
periodic, 35–36, 44
piecewise continuous, 2–4
potential, 66, 131, 352–354
representation of, historical notes,

111–112
sine integral, 53
square wave, 45, 256
step, 26, 76, 142, 184
triangular wave, 230
trigonometric, 47, 169, 192–193, 197–199,

205–207
uniformly continuous, 166
weight, 213, 216
See also Bessel functions; Harmonic

functions; Piecewise smooth functions
Fundamental intervals, 17

G

Gamma function, 261–262, 269
Gauss’ divergence theorem, 369n
General linear partial differential

equations, defined, 61–62, 92–94

General solutions
Bessel’s equation, 266–269
hemisphere temperatures, 357
Legendre’s equation, 331
spherical region Dirichlet problems, 353
vibrating elastic bars, 253
wave equation, 87–92, 373

Generalized Fourier series, 195–200,
227–234, 345–347

Generating functions
Bessel functions, 283
Legendre polynomials, 340

Gibbs phenomenon, 51–54
Gravitational acceleration, vibrating string

with, 82
Gravitational potentials, 66
Green’s identity, 368–369

H

Half-cylinder temperatures, 318
Hankel’s integral representation, 281
Harmonic functions

bounded, 242
Churchill problems and, 93n
in circular regions, 308
defined, 66
Dirichlet problems and, 93
in rectangular regions, 131
in spherical regions, 352–356
in square cross sections, 238–240
in strips, 188, 242
types of, 66

Hartley, R.V. L., 172n
Heat conduction, postulates of, 63
Heat equation

boundary conditions, 73–80
double Fourier series and, 155
multi-dimensional, 65–67, 369
nonhomogeneous insulated bar, 355
one-dimensional, 62–65, 93
uniqueness of solutions, 368–371
verification of solutions, 183–184, 365–368

Heat generation
heat equation for, 65–66
hemisphere temperatures, 360–361
infinite cylinder temperatures, 314–316
infinite slab temperatures, 125–130

Heat transfer at a surface
cylindrical surfaces, 308
infinite slabs, 234–236
Newton’s law of cooling and, 74
semi-infinite slabs, 240–241
semi-infinite strips, 181
slender wires, 121
square rods, 238–240

Hemisphere temperatures, 356–361
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Historical notes, 111–112
Hollow cylinder temperatures, 159
Hollow sphere temperatures, 355
Homogeneous linear boundary conditions

defined, 62
superposition principle and, 97, 99

Homogeneous linear differential equations
Bessel’s equation as, 263
defined, 62
second-order, general form, 97
superposition principle and, 97–99
vibrating strings, 82

Hooke’s law, 84–85
Horizontal elastic bars, 255, 257–259
Hyperbolic Fourier series, 55
Hyperbolic partial differential equations,

92, 93

I

Improper integrals
convergence of, 170
Dirichlet’s integral, 163–165
Fourier integral formula and, 162

Impulse forces, 256
Inequalities

Bessel’s, 30, 34, 49, 203–204, 206
Cauchy’s, 48, 194
Schwarz, 194
triangle, 194

Infinite cylinder temperatures
insulated surface, 307–308
internally generated heat, 314–316
shrunken fittings, 312–314
surface heat transfer, 308
zero surface temperature, 305–307

Infinite rectangular prism temperatures,
154–155

Infinite series, superposition principle and,
97–98

Infinite slab temperatures
Duhamel’s principle application, 77–78
faces at prescribed temperatures, 114–118
Fourier method for, 104–107
insulated faces, 119–121
internally generated heat, 125–130
modified Fourier method for, 234–236,

246–247
uniqueness of solutions, 371
variation of parameters method for, 249–252
verification of solutions, 365–368

Initial value problems
real-valued eigenfunctions and, 218
slab with internally generated heat,

125–128
vibrating strings, 93, 140–145, 147–148

Inner products, 189–191, 213

Insulated surfaces
cylinder temperatures, 118–119
defined, 73
hemisphere temperatures, 357–359
infinite slab temperatures, 104–107,

119–121, 234–236, 249–252
rectangular plate steady temperatures,

131, 134
rod temperatures, 74–75
semi-infinite slab temperatures, 74, 133,

240–241
semi-infinite strip temperatures, 179–181
semicircular rod steady temperatures, 137
thin disk temperatures, 156–159

Integral forms
Bessel functions, 277–283
Legendre polynomials, 336–341

Integral theorem, Fourier, 169–173
Integral transforms, 371n
Integrals, Fourier. See Fourier integrals
Integrating factors, 127, 130n
Integration

of convergent series, 50
of Fourier series, 55–58
Hankel’s formula for, 281
of Legendre polynomials, 347
periodicity of integrands and, 36
reduction formula for, 274–276

Integration by parts
Fourier series, 56–57
Kronecker’s method, 11
reduction formula, 275

Internally generated heat. See Heat
generation

Isolated zeros of Bessel functions, 285n
Iterated integrals, 129

K

Kronecker, Leopold, 11
Kronecker’s method, 11

L

Lagrange’s identity, 217, 270
Laplace transforms, 76n
Laplace’s equation

Bessel functions and, 308
defined, 65
as elliptic, 92
Fourier integrals and, 177
generalized, 66
Legendre’s equation and, 326
in polar coordinates, 68, 242
rectangular plate steady

temperatures, 131
semicircular rod temperatures, 137
slab temperatures, 177
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solid bounded by concentric spheres, 78
in spherical coordinates, 69, 352
thin disk temperatures, 157
vibrating membranes, 86

Laplace’s integral form for Legendre
polynomials, 336–341

Laplacian
in cylindrical coordinates, 68–69, 70–71, 260
defined, 65
in polar coordinates, 68, 72
in spherical coordinates, 69, 71–72

Least squares approximation, 200n
Left-hand derivatives, 26, 27, 37
Left-hand limits, 2, 26
Legendre functions of the second kind, 331,

333
Legendre polynomials, 326–361

defined, 328–331
of degree n, 330–331
generating function for, 340
graphs of, 331
hemisphere temperatures, 356–361
Laplace’s integral form of, 336–341
Legendre series, 345–350
Legendre’s equation solutions,

326–328, 351
orthogonal sets of, 341–343
orthonormal sets of, 343–345
recurrence relations, 327, 332, 335–336
Rodrigues’ formula for, 333–336
spherical coordinates application,

352–356
trigonometric eigenfunctions, 350–352
zeros of, 350

Legendre series, 345–350
Legendre’s equation, 326–328, 351
Leibnitz, Gottfried Wilhelm, 111
Leibnitz’ rule, 334
l.i.m. (limit in the mean), 203
Limits

for Bessel functions, 281
of derivatives, one-sided, 27–28, 33, 367
in the mean, 203
one-sided, 2, 3, 25, 26, 27–28, 32–33, 36, 38

Linear boundary conditions, defined, 61–62
Linear boundary value problems, defined,

60–62
Linear combinations

best approximation in the mean and,
201, 202

boundedness of, 177, 182
computational aid for coefficients of, 12
defined, 95
of eigenfunctions, 156, 219
of Legendre polynomials, 349
superposition principle and, 177

Linear differential equations, defined, 61–62
See also Homogeneous linear differential

equations
Linear independence of eigenfunctions,

156, 219
Linear operators, 95–97
Linearly independent functions, orthogonal

sets of, 194
Liouville, Joseph, 211n

M

M-test, Weierstrass, 50, 170, 366, 371
Maclaurin series, 267, 270, 285, 326, 340
Mean

best approximation in, 200–202
convergence in, 203, 204n
of functions, 5, 15, 17
limit in, 203

Mean square deviation, 190
Mean square error, 200, 201, 203–204, 205
Mean value of one-sided limits

Fourier-Bessel series, 300
Fourier integrals, 161, 170
Fourier series, 36, 38
Legendre series, 347

Mean value theorem, 27–28, 370
Mean value theorem for derivatives, 77
Membrane analogy, 87
Membranes, vibrating

circular, 321–325
damped, 325
double Fourier series solution, 152–154
static transverse displacements, 86
wave equation for, 85–87

Methods
Frobenius, 263n
undetermined coefficients, 148
See also Fourier method; Separation of

variables method; Variation of
parameters method

Modified Bessel functions, 271–272, 292
Modified Bessel’s equation, 272, 283
Modified Fourier method, 245–248, 314–316
Modulus of elasticity, 84
Monotonic sequences, 363, 364
Multi-dimensional heat equation, 65–67, 369
Music

from membranes, 154, 324
from strings, 80, 111
wave equation and, 85

N

Negative zeros of Bessel functions, 287
Neumann boundary conditions, 93, 359
Newton, Isaac, 111
Newton’s law of cooling, 74, 308
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Newton’s second law of motion, 81, 84
Nomenclature

approximate equality, 53
cylindrical coordinates, 68n
density (δ), 63
epsilon (ε), 53–54
Gibbs phenomenon (σ ), 53
one-sided derivatives, 25
one-sided limits, 2
one-sided limits of derivatives, 27
partial differential equations, 61–62
specific heat (σ ), 63
tilde (∼), 5–6

Nonhomogeneous boundary conditions
cylindrical wedge temperatures, 319, 320
infinite slab temperatures, 106, 116, 249
modified Fourier method and, 246
multiple, 144
semi-infinite slab temperatures, 240, 241
shrunken fitting temperatures, 312
superposition principle and, 178–179
thin disk temperatures, 157, 158
vibrating circular membranes, 321, 322
vibrating strings, 107, 108

Nonhomogeneous partial differential
equations

cylinder with internally generated heat,
314–316

one-dimensional heat flow, 65
superposition principle, 102
variation of parameters method for,

125–127, 253, 314–316
wave equation, 82

Nonlinear ordinary differential equations,
102

Nonlinear partial differential equations, 62
Nonnegative eigenvalues, 220–221
Normalized functions, 191, 213, 295
Norms

of Bessel functions, 297–298
best approximation in the mean and, 200
defined, 190
of Legendre polynomials, 343–345
positive, 196

O

Odd functions
Bessel functions as, 267
cosine and sine integral representation, 174
defined, 14
Fourier sine series and, 16, 18
Legendre series representation, 349

Odd integers in Bessel functions, 275
Odd periodic extensions, 10, 44, 141
One-dimensional heat equation

cylindrical coordinates, 68–69

defined, 62–65
as parabolic, 92
superposition example, 99–100
verification of solution, 365–368

One-dimensional wave equation
general solution method, 87–92
as hyperbolic, 92
superposition example, 100–101
vibrating elastic bars, 84–85
vibrating strings, 80–82

One-sided derivatives, 25–28, 32, 37
One-sided limits

mean value of, 36, 38
one-sided derivatives and, 25, 26, 27–28
piecewise continuous functions, 2, 3, 32–33

One-sided limits of derivatives, 27–28,
33, 367

Ordinary derivatives, 26
Ordinary differential equations

continuity conditions, 211
eigenvalues and eigenfunctions for,

102–104
general solutions of Bessel’s equation,

148
integrating factors, 127, 130n
superposition principle and, 98, 219
uniqueness of solutions, 218

Ordinary points, 326
Orthogonal sets

of Bessel functions, 288–294
defined, 191, 213
of Legendre polynomials, 341–343

Orthogonality
defined, 190–191
of eigenfunctions, 213–218, 290, 342–343

Orthonormal sets of functions, 189–209
applications to Fourier series, 205–207
Bessel functions, 295–298
Bessel’s inequality and, 203–204
best approximation in the mean, 200–202
closed, 196, 205n, 208
complete, 205, 205n, 206–207, 208
defined, 191
examples of, 191–193
generalized Fourier series and, 195–200
inner products, 189–191
Legendre polynomials, 342, 343–345
normalized functions and, 191
orthogonal functions and, 190–191
Parseval’s equation and, 205
trigonometric functions, 192–193, 197–199

P

Parabolic partial differential equations,
92, 93

Parametric form of Bessel’s equation, 271
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Parseval’s equation, 205, 207, 282
Partial derivatives, nomenclature for, 61–62
Partial differential equations

boundary conditions, 73–80, 92–94
general form, 61–62, 92
laplacian in, 65, 67–73
linear boundary value problems, 60–62
multi-dimensional equations, 65–67
one-dimensional heat equation, 62–65
one-dimensional wave equation, 87–92
types of, 61–62, 92–94
vibrating bars, 84–85, 86
vibrating membranes, 85–87
vibrating strings, 80–83

Particular solutions of differential
equations, 148

Periodic boundary conditions, 155–160, 213,
321

Periodic extensions
in closed form solutions, 150, 373
even, 6, 44, 150
for Fourier series, 16, 44
Fourier theorem and, 38
odd, 10, 44, 141
vibrating elastic bar displacements, 150
for vibrating string, 141

Periodic functions, 35–36, 44
Periodicity of integrands, 36
Piecewise continuous functions, 2–4
Piecewise smooth functions

defined, 27
Fourier-Bessel series and, 300
Fourier integral formula and, 161
Fourier series convergence and, 38, 40
Legendre series representation, 347–348

Piecewise smooth surfaces, 368
Plate temperatures

rectangular, 131–133, 134
semi-infinite, 74, 133–134, 240–241

Pointwise convergence, 204, 363
Poisson’s equation

defined, 66
as elliptic, 92
semi-infinite half-cylinder temperatures,

318
semi-infinite plate temperatures, 135
vibrating membranes, 87

Poisson’s integral formula, 159
Polar coordinates

defined, 68
Laplace’s equation in, 68
laplacian in, 68, 72
Sturm-Liouville problems in, 242–244

Polynomials, Legendre. See Legendre
polynomials

Positive norms, 196

Positive zeros of Bessel functions, 283, 286
Postulates of heat conduction, 63
Potentials

bounded by planes, 131
as harmonic functions, 66
in spherical regions, 352–354

Principle of superposition
Fourier integrals and, 177–179
Fourier method and, 97–102
nonhomogeneous boundary conditions,

144
Prisms, temperatures in, 154–155
Products of functions

differentiation of, 71, 334
exponential, 277–278
one-sided derivatives and, 26–27

Products of linear operators, 96, 97
Pure recurrence relations, 274

R

Radio-frequency heating, 127n
Ratio tests, 264, 328, 366
Real-valued eigenfunctions, 218–220
Rectangular plate steady temperatures,

131–133, 134
Rectangular prisms, temperatures in,

154–155
Recurrence relations

Bessel functions, 261, 264, 273–277
Legendre polynomials, 327, 332, 335–336

Reduction formulas, 275, 337–338
Regular singular points, 263
Regular Sturm-Liouville problems,

210–212, 383–385
Representation of functions, historical

notes, 111–112
Resonance, 146–149, 259
Riemann-Lebesgue lemma, 31, 165–167, 281
Right-hand derivatives, 25, 26–27, 32, 33, 37
Right-hand limits, 2, 25
Ring, Fourier’s, 160
Robin boundary conditions, 93
Robin, Victor Gustave, 93n
Rod temperatures, 74–75, 137–139, 238–240
Rodrigues’ formula, 333–336
Rolle’s theorem, 285

S

Schwarz inequality, 194
Second-order linear differential equations,

61–62, 92–94, 97
Semi-infinite half-cylinder temperatures,

318
Semi-infinite plate/slab temperatures, 74,

133–134, 240–241
Semi-infinite solid temperatures, 182–187
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Semi-infinite strips, 179–181, 242
Semi-infinite vibrating strings, 181
Semicircular cross-sections, 137–139,

242–244
Separated boundary conditions, 210
Separated solutions, 105
Separation constants, 105, 260, 319
Separation of variables method

Bessel’s equation and, 260
cylindrical wedge temperatures, 319–321
defined, 105–106
Fourier work, 111
infinite slab temperatures, 105–106, 249
Legendre’s equation and, 326, 352–353
nonhomogeneous boundary conditions,

116
in polar coordinates, 242–243, 260
rectangular plate steady temperatures,

131
semi-infinite solid temperatures, 182–184
spherical region Dirichlet problems,

352–353
vibrating circular membranes, 321–323
vibrating elastic bars, 253

Series
differentiation of, 50, 54–55, 98
integration of, 50
Legendre, 345–350
Maclaurin, 267, 270, 285, 326, 340
Sturm-Liouville, 227–231
superposition principle and, 97–102
unstable components, 148
validity of, 44, 196
See also Fourier cosine series; Fourier

series; Fourier sine series;
Fourier-Bessel series; Uniform
convergence

Shrunken fitting temperatures, 312–314
Sigma (σ )

Gibbs phenomenon, 53
specific heat, 63

Signs, alternating
Bessel function derivatives, 286
Legendre polynomials, 349

Sine function
exponential form, 47, 169
Fourier cosine series for, 8, 40
generalized Fourier series

correspondence, 197, 199
orthonormal sets of, 192, 193, 197, 198, 207
Riemann-Lebesgue lemma for, 165–167

Sine integral formula, 173–174, 183
Sine integral function Si (x), 53
Sine series, Fourier. See Fourier sine series
Singular points, regular, 263
Singular Sturm-Liouville problems

Bessel function orthogonal sets and,
288–294

cylindrical wedge temperatures, 320
defined, 212–213
hemisphere temperatures, 358
Legendre polynomial orthogonal sets

and, 341–343
trigonometric eigenfunctions, 350–352

Slab temperature problems. See Infinite slab
temperatures; Semi-infinite slab
temperatures

Smooth surfaces, 62, 368
Soap films, membrane analogy and, 87
Solid sphere temperatures, 245, 354
Solutions

approximation of, 117
closed forms, 141–142, 150–151, 254, 352
d’Alembert’s, 89
separated, 105
uniqueness of, 60–61, 218, 368–371,

374–375
verification of, 365–368, 372–374
See also Formal solutions

Sound, wave equation application to, 85
Space of functions, 3, 95, 190
Specific heat, 63–64
Spectrum of Sturm-Liouville problems, 211,

212–213
Spherical coordinates

defined, 69
Laplace’s equation in, 69
laplacian in, 69, 71–72
Legendre series application, 352–356

Spherical region temperature problems,
78–80, 122–125, 245, 352–356

Square plate temperatures, 134, 135
Square rod temperatures, 238–240
Square wave function, 45, 256
Steady temperature problems

cylinders, 159, 309
cylindrical coordinates, 136–140, 308
disks, 156–159
hemispheres, 356–361
hollow cylinders, 159
infinite slabs, 117
Laplace’s equation for, 65
rectangular plates, 131–133, 134
rods, 74–75, 137–139, 238–240
semi-infinite plates, 133–134
semi-infinite strips, 179–181
spherical regions, 352, 354–356
square cross sections, 238–240
wedge-shaped plates, 140

Step functions, 26, 76, 142, 184
Strings. See Vibrating strings
Sturm, Jacques Charles François, 211n
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Sturm-Liouville equation, 210
Sturm-Liouville problems, 210–259

circular boundaries, 155–156
in cylindrical coordinates, 136, 137, 244
double Fourier series and, 153
eigenfunction expansions, 227–234
eigenvalues and eigenfunctions for,

102–104
elastic bars, 252–259
infinite slab temperatures, 105, 234–238
Legendre polynomials and, 341–343
modified Fourier method and, 245–248
nonnegative eigenvalues, 220–221
orthogonal sets of Bessel functions and,

288–294
orthogonality of eigenfunctions, 213–218
overview, 102–104, 113–114
with periodic boundary conditions,

156–159, 213
in polar coordinates, 242–244
real-valued eigenfunctions, 218–220
rectangular plate steady temperatures,

131–132
regular type, 210–212
semi-infinite slab temperatures, 74,

133–134, 240–241
singular type, 212–213, 288–294, 320,

341–343, 350–352, 358
solution methods, 102–104, 155–159,

221–227
solutions, list of, 383–385
in spherical coordinates, 245
steady temperatures, 238–242
thin disk temperatures, 157
unbounded intervals, 174–177
variation of parameters method for,

249–252
vibrating membranes, 153
vibrating strings, 108, 142

Sturm-Liouville series, 227–231
Successive integration by parts, 11
Sums of convergent series

Abel’s test and, 362–363
as continuous function, 50
Fourier series, 40
infinite series, 98

Sums of linear operators, 96
Superposition principle

Fourier integrals and, 177–179
Fourier method and, 97–102
nonhomogeneous boundary conditions,

144
ordinary differential equations, 98, 219

Surface conductance, 74
Surface heat transfer. See Heat transfer at a

surface

Surfaces, smooth, 62, 368
Symmetric form of Fourier integral

formula, 172

T

Taylor, Brook, 111
Temperature problems

bars, 129, 355
cylinders, 118–119, 159–160, 305–308,

312–316
cylindrical wedges, 319–321
hemispheres, 356–361
infinite slabs, 77–78, 104–107, 114–118,

119–121, 125–130, 234–236, 246–247,
249–252, 365–368, 371

with prescribed face temperatures, 73, 75,
77

prisms, 154–155
rectangular plates, 131–133, 134
rods, 74–75, 137–139, 238–240
semi-infinite plates/slabs, 74, 133–134,

240–241
semi-infinite solids, 182–187
semi-infinite strips, 179–181, 242
spheres, 78–80, 122–125, 245, 352–356
unlimited media, 187–188
wires, 79, 121, 159–160

Tensile forces, 80–81, 85
Théorie analytique de la chaleur (Fourier),

111
Thermal conductivity, 63
Thermal diffusivity, 64, 67
Thin disk temperatures, 156–159
Three-dimensional heat equation, 65, 369
Tilde symbol (∼), 5–6
Time-dependent boundary conditions,

75–78, 185
Time-dependent boundary value problems,

125–127
Transforms

Fourier, exponential, 169n
integral, 371n
Laplace, 76n

Traveling waves, 89
Triangle inequality, 194
Triangular wave function, 230, 255, 256
Trigonometric eigenfunctions, 350–352
Trigonometric functions

exponential form of, 47, 169
orthonormal sets of, 192–193, 197–199,

205–207
Two-dimensional heat equation, 65, 67
Two-dimensional wave equation, 85–87
Two-series solutions

double Fourier-Bessel series, 321–323
double Fourier series, 152–155
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Two-series solutions—Cont.

Fourier sine series and Fourier-Bessel
series, 319–321

U

Unbounded intervals, 174–177, 212
Undetermined coefficients, method of, 148
Uniform convergence

Abel’s test for, 362–365, 368, 371
Cauchy criterion for, 363
of Fourier series, 49–51
of improper integrals, 170, 178
of series, 49–50

Uniformly bounded sequences, 363, 364, 365
Uniformly continuous functions, 166
Uniqueness of solutions

heat equation, 368–371
ordinary differential equations, 218
partial differential equations, 60–61
wave equation, 374–375

Unlimited media, temperatures in, 187–188
Unstable components, 148

V

Validity of series representations
Dirichlet work, 112
Fourier series, 44
generalized Fourier series, 196, 229

Variation of parameters method
cylinder with internally generated heat,

314–316
hemisphere with internally generated

heat, 360–361
slab with insulated face, 249–252
slab with internally generated heat, 125–127
vertically hung elastic bar, 252–255
vibrating strings, 257

Vectors
analogy to orthonormal sets, 4, 190,

195–196
best approximation in the mean and,

201–202
Velocity potentials, 66
Verification of solutions

heat equation, 183–184, 365–368
wave equation, 372–374

Vertically hung elastic bars, 252–255
Vibrating elastic bars

general solution method, 149–152
variation of parameters method for,

252–255
wave equation for, 84–85

Vibrating membranes
circular, 321–325
damped, 325
double Fourier series solution for,

152–154
wave equation for, 85–87

Vibrating strings
with air resistance, 144
end conditions, 82, 88–90
equations of motion, 82, 144
Fourier method for, 107–110
historical notes, 111–112
with prescribed initial conditions, 93,

140–145
resonance, 146–149
semi-infinite, 181
uniqueness of solutions, 374–375
variation of parameters method for, 257
verification of solutions, 372–374
wave equation for, 80–82

Vibrating wires, 83, 142

W

Wave equation
general solution method, 87–92
one-dimensional, 80–82, 84–85, 87–92
resonance and, 146
two-dimensional, 85–87
uniqueness of solutions, 374–375
verification of solutions, 372–374

Wave functions
square, 45, 256
triangular, 230, 255, 256

Waves, traveling, 89
Weber’s Bessel function of the second kind,

order zero, 268
Wedge-shaped regions, temperatures in,

140, 319–321
Weierstrass M-test, 50, 170, 366, 371
Weight functions, 213, 216
Wires

temperatures in, 79, 121, 159–160
vibrating, 83, 142

Y

Young’s modulus of elasticity, 84

Z

Zero property of Fourier coefficients, 28–31
Zeros

Bessel functions, 283–288
Legendre polynomials, 350
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